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UNESCO, as enshrined in its Constitution, promotes the “free flow of ideas by word and image”, and has committed itself to enabling a free, open and accessible Internet space as part of promoting comprehensive freedom of expression online and offline.

As demonstrated by UNESCO’s 2011 publication *Freedom of Expression: Freedom of Connection, the Changing Legal and Regulatory Ecology Shaping the Internet*, freedom is not the inevitable by-product of technical change, and it must be safeguarded by appropriate legal and regulatory measures. At a time of rapid change, we are fully aware that freedom of expression on Internet is complex, and that this means working to find a balance between this right and other, sometimes conflicting, imperatives – such as national security, protection of authors’ rights, and respect for privacy.

UNESCO approaches these issues within the framework of the follow-up process to the World Summit of Information Society and our activities in relation to the Internet Governance Forum.

We know well that we now live in a world with two billion Internet users and five billion mobile phone users, who are posting millions of public blogs, tweets, images, podcasts, as well as their personal information on daily basis.

In this context, UNESCO has recognised that privacy, as a fundamental right, impacts on other rights and freedoms, including freedom of expression, association and belief. The challenge is that mechanisms to protect online privacy can sometimes be used to infringe legitimate freedom of expression in general and the democratic roles of journalism in particular. An additional challenge in balancing these rights on the Internet lies in the discrepancy of the legal frameworks between online and off-line territories, as well as national and international jurisdictions.

With all this in mind, this publication seeks to identify the relationship between freedom of expression and Internet privacy, assessing where they support or compete with each other in different circumstances. The publication maps out the issues in the current regulatory landscape of Internet privacy from the viewpoint of freedom of expression. It provides an overview of legal protection, self-regulatory guidelines, normative challenges, and case studies relating to the topic.

Providing up-to-date and sharp information on emerging issues relevant to both developed and developing countries, we hope that this publication will provide UNESCO Member States and other stakeholders, national and international, with a useful reference tool. Multiple stakeholders, preferably in dialogue, can use this publication in their own spheres of operation, adapting where appropriate from the range of experiences as recorded in these pages. The publication also supplies additional sources of reference for interested readers to use to further investigate each of the subjects highlighted.

It is our wish that this publication will contribute to bringing stakeholders together for informed debate on approaches that are conducive to privacy protection without compromising freedom of expression. In the coming years, UNESCO will specifically
seek to disseminate information about good practices and international collaboration concerning the points of intersection between freedom of expression and privacy. Research on safeguarding the principle of freedom of expression in Internet policy across a range of issues will continue to be part of UNESCO’s normative mandate and technical advice to stakeholders.

Jānis Kārkliņš  
Assistant Director-General  
for Communication and Information  
UNESCO
EXECUTIVE SUMMARY

Privacy is a fundamental right, even though it is difficult to define exactly what that right entails. Privacy can be regarded as having a dual aspect – it is concerned with what information or side of our lives we can keep private; and also with the ways in which third parties deal with the information that they hold – whether it is safeguarded, shared, who has access and under what conditions.

Understanding of privacy have long been shaped by the technologies available, with early concerns about privacy surfacing with newspapers in the nineteenth century. So the Internet, in turn, inevitably reshapes what we understand privacy to be in the modern world.

The right to privacy underpins other rights and freedoms, including freedom of expression, association and belief. The ability to communicate anonymously without governments knowing our identity, for instance, has historically played an important role in safeguarding free expression and strengthening political accountability, with people more likely to speak out on issues of public interest if they can do so without fear of reprisal. At the same time, the right to privacy can also compete with the right to freedom of expression, and in practice a balance between these rights is called for. Striking this balance is a delicate task, and not one that can easily be anticipated in advance. For this reason it has long been a concern of the courts to manage this relationship.

The Internet presents significant new challenges for protecting the right to privacy. In broad terms, the Internet:

• Enables the collection of new types of personal information – technological advances have resulted in tools for collecting and understanding types of information which in the past would have been impossible or unfeasible.

• Facilitates the collection and location of personal information – each computer, mobile phone or other device attached to the Internet has a unique IP address, which provides unique identifier for every device and which means in turn that they can be traced. The ability to locate any device creates significant new privacy challenges.

• Creates new capacities for government and private actors to analyse personal information. Increased computing power means that vast quantities of information, once collected, can be cheaply and efficiently stored, consolidated and analysed. Technological advances allow databases of information to be connected together allowing even greater quantities of data to be processed.

• Creates new opportunities for commercial use of personal data. Many of the services provided by these companies are free and their business models rely on collecting user information and using it for marketing purposes.

• Creates new challenges for regulation given the transnational nature of the Internet. Despite the emergence of international best practice standards for data protection, there is still much progress to be made towards the harmonisation of national laws. Online companies still find it hard to navigate the complex patchwork of national
privacy laws when operating international Internet services that span national boundaries, with legal ambiguity undermining privacy protection.

A range of threats to privacy which have developed through the Internet are considered in more detail in Section 2 of the paper. The following issues are explored:

(1) The opportunities and challenges for maintaining control over personal data online.

(2) A range of initiatives to protect privacy and anonymity online.

(3) The roles and responsibilities of service providers and intermediaries.

(4) The specific challenges posed by different applications, communications platforms and business models including cloud computing, search engines, social networks and other different devices.

(5) The problems posed by e-government and other government approaches.

(6) The threats posed by different mechanisms of surveillance and data collection including: Unique Identifiers; Cookies (and other associated forms of user identification); Adware; Spyware and Malware conduct covert data logging and surveillance; Deep packet inspection (DPI); and data processing and facial recognition and surveillance technology.

International legal standards on privacy, and responses to these emerging issues, are explored in Section 3. The section sets out the explicit understandings and protections for the right to privacy under international human rights law. The section then analyses key legislation and regulatory frameworks that impact on the protection of privacy rights online at the regional and national level in countries across the world; and furthermore analyses the strengths and weaknesses of self-regulation as a privacy protection tool – whether it be used as a central mechanism, or supplementary to legal protections.

The rights to privacy and freedom of expression relate to each other in complex ways – Section 4 explores these intersections in greater detail. In some ways privacy is a necessary precondition for freedom of expression – this is especially true in countries where it may be dangerous to discuss certain issues (such as politics, religion or sexuality) openly. However there are also significant tensions between the two rights, for example where a newspaper wishes to publish private details about a leading politician, perhaps because the newspaper believes this is in the public interest. These tensions have come into far greater prominence with the massive changes in freedom of expression brought about by the Internet and other digital communications systems.

The paper explores international law and the practice of other States, in terms of respecting privacy on the Internet, taking into account potential conflicts with other rights, in particular freedom of expression. Section 5 contains our recommendations to states and corporations for better practice based on our research and consultations. The recommendations cover: legal and regulatory measures (constitutional measures, civil law protection, criminal law protection, data protection systems), corporate policy and practice and awareness raising.

Finally, Section 6 provides an overview of literature, background material and tools on international and national policy and practice on privacy and freedom of expression on the Internet. This section is intended as a resource for readers who wish to access further instruments, tools and information.
1. INTRODUCTION

The need for privacy is deep-rooted in human beings. In its essential form, privacy is based on the notion of personal integrity and dignity. However, this is also hard to define with any agreed precision – in different contexts it embraces the right to freedom of thought and conscience, the right to be alone, the right to control one’s own body, the right to protect your reputation, the right to a family life, the right to a sexuality of your own definition. In addition these meanings vary from context to context. Despite its ubiquity there is no one definition of privacy that is universally understood in the same way. Privacy in the modern world has two dimensions – firstly, issues to do with the identity of a person and secondly, the way their personal information is handled.

Understandings of privacy have long been shaped by available technologies. At the most obvious level privacy involves restricting invasions of physical space, and the protection of home and personal possessions, which is why early privacy protections focused upon the inviolability of the home and family life. Concerns about controlling what information is known about a person came with communication technologies. Concerns about the erosion of privacy are not new – in fact, it might be argued they are feature of the twentieth century. Warren and Brandeis’ seminal paper on “The Right to Privacy” in 1890, drafted at a time when newspapers were printing pictures of people for the first time, defined the right as the “right to be left alone”. Their definition – driven by an emerging technology as is often the case with privacy – was concerned with protecting the “inviolable personality” and encompassing such values as individual dignity, personal autonomy and independence.1 The growth of modern mass media and the advertising industry’s focus on understanding consumers’ wants led Myron Brenton to argue that we are living in the “age of the goldfish bowl”, where private lives are made public property by the manipulation and exchange of personal data.2

There is a tension between the right to freedom of expression – in particular the media’s exercise of the right – and the right to privacy. Freedom of expression, whether exercised by individuals or by the media, and the ability to exercise it, is an essential feature of any open, liberal and democratic society. It is only through exercising free expression that societies can sustain real democratic accountability. However the right to freedom of expression is not unlimited and it can be qualified to protect the rights and freedoms of others. It is a delicate balance to decide where the boundary between free expression and privacy lies but one the courts are used to negotiating.

Latterly, privacy was also defined as the right of people to determine when, how and to what extent information about them is communicated to others3 as a response to the growing processing power of computers. Privacy, according to Westin “is the claim of individuals, groups, or institutions to determine for themselves when, how, and to what extent information about them is communicated to others ... [It is] the desire of people to

---

1 Bloustein, E. (1964) Privacy as an aspect of human dignity: an answer to Dean Prosser 39 NYU L Rev 962
2 Brenton, M (1964) The Privacy Invaders
choose freely under what circumstances and to what extent they will expose themselves, their attitudes and their behaviours to others”. The specific dimension affecting privacy as brought by the Internet is considered in more detail in Section 2 Global overview of challenges and opportunities for privacy protection on the Internet.

Debates about privacy and information technologies since the 1990s have taken little account of gender. Concerns have been expressed about the potential of invasive informational technologies to violate women’s privacy for sexual purposes and the “enforced privacy” imposed by patriarchal cultures upon women and girls. Neither of these are central to the privacy issues discussed in this paper or to the exercise of privacy rights as developed in the later sections. For this reason our paper refers to people throughout rather than distinguishing between women and men, as we believe that privacy rights are universal and applicable to both women and men on an equal basis.

Just as the notions of privacy have shifted with changing circumstances, early forms of legal protection were not overarching systems to protect privacy but rather sought to address specific problems in specific contexts and situations (which today might be viewed as aspects of the general right to privacy). One early example of such “privacy” legislation was England’s Justices of the Peace Act of 1361. It provided for the arrest of “peeping toms” and eavesdroppers. The pioneering Entick v Carrington [1765] case which shaped the fourth amendment of the US constitution came from a desire to protect papers held in a private home. Other examples focused upon the purposes for which governments could use the information they held about individuals (Sweden) or prohibitions on the publication of certain types of personal information (France and Norway).

In the twentieth century international legal standards defined privacy as a human right. The Universal Declaration of Human Rights (UDHR), 1948, contained the first attempt to protect privacy as a distinct human right. Article 12 of the UDHR provides that:

“No one shall be subjected to arbitrary interference with his privacy, family, home or correspondence, nor to attacks upon his honour and reputation. Everyone has the right to the protection of the law against such interference or attacks.”

While not legally binding, the UDHR proved immensely authoritative and the right to privacy can be found in many other human rights documents including the legally binding International Covenant on Civil and Political Rights (ICCPR) and the European Convention on Human Rights (ECHR). These are dealt with in more detail in Section 3 dealing with legal standards, The Global Legal and Regulatory Environment for Protection of Privacy.

In addition to these broad international provisions, many countries include a right to privacy in their constitutions, provide for it in specific laws or have had the courts recognise implicit constitutional rights to privacy, as they do in Canada, France, Germany,
Japan, and India.\textsuperscript{7} Some census agencies have privacy policies to ensure the protection of personal information being collected.\textsuperscript{8}

Despite the extensive protections in both basic constitutions and law, the right to privacy remains a somewhat nebulous concept and securing the right will depend largely on the circumstances of individual cases. The European Court has stated itself that “the Court does not consider it possible or necessary to attempt an exhaustive definition of the notion of ‘private life’”.\textsuperscript{9} The lack of clarity has led one commentator to state that the fact that something “feels wrong... is often the most helpful delineation between when an incursion into the private life of an individual is reasonable and when it is not”.\textsuperscript{10} Privacy International has attempted to bring some clarity to the issue by defining four different types of privacy: information privacy (e.g. personal data), bodily privacy (e.g. invasive procedures), privacy of communication (e.g. surveillance) and territorial privacy (e.g. home).\textsuperscript{11} In relation to the Internet, information privacy and privacy of communication are the most pertinent.

The importance given to privacy by many legislators and thinkers in history indicates its significance, however, as Paul Chadwick (information commissioner for the Australian State of Victoria) puts it: “Privacy is the quietest of our freedoms ... Privacy is easily drowned out in public policy debates ... Privacy is most appreciated by its absence, not its presence”.\textsuperscript{12} The value of privacy has been articulated in terms of value to the individual, it is essential to human dignity and indeed to individuality, it is said that if all our actions are watched and catalogued, we are less able to be ourselves. The value of privacy has also been articulated in terms of its instrumentality. Democracy and liberty rely on individuals having a certain degree of privacy. The right to privacy underpins many human rights, the right to freedom of association, freedom of belief and freedom of expression being particularly significant examples. As one writer puts it “in one sense, all human rights are aspects of the right to privacy”,\textsuperscript{13} in that if privacy is protected then the integrity of the individual is assured and this is the foundation of other rights and freedoms designed to protect the dignity of the person.

However it should also be noted that while people are often concerned about privacy in the abstract, they seem less concerned about privacy in practice. It is clear from a cursory use of the Internet that people give out personal information to a frequently surprising degree. Many writers have noticed the gap between what people say they value and what they actually do online. It may be the nature of the Internet, which is often accessed privately and combines both a communication medium in the shape of e-mail (which may suggest to the user the privacy of the telephone call or private conversation) and a publishing medium as with an application like Facebook. There is some anecdotal evidence that people do not realise the implications of publishing online, of how it will be

\begin{itemize}
\item \textsuperscript{7} Solove, D.J. (2008) Understanding Privacy Harvard University Press
\item \textsuperscript{8} United States Census Bureau, Data Protection and Privacy Policy
http://www.census.gov/privacy/data_protection/ourPrivacyPrinciples.html
\item \textsuperscript{9} Niemietz v Germany (1992), 16 EHRR 97. Para 29
\item \textsuperscript{11} Privacy International, 2006.
\item \textsuperscript{12} Ibid. Page 2
\item \textsuperscript{13} Volio, F. “Legal Personality, Privacy and the Family” in Henkin (ed), The International Bill of Rights (Columbia University Press 1981).
\end{itemize}
globally available and undeletable. For example, 57% of US adults who use the Internet at home believe incorrectly that when a website has a privacy policy, it will not share their personal information with other websites or companies.\textsuperscript{14}

1.1 How has the Internet changed the nature of threats to privacy? What are the main threats in the digital age?

Internet access is expanding rapidly across most of the world. Statistics from the ITU, Figure 1, show that between 2005 and 2010 alone, the number of Internet users doubled. In 1995 only 0.4% of the world’s population had access to the Internet, by March 2011 that percentage had erupted to 30.2%.\textsuperscript{15} This corresponds to more than two billion Internet users, 1.2 billion of whom are in developed countries. The rise in usage of mobile phones has been even more extraordinary. Figure 2 shows the number of mobile subscriptions between 1998 and 2009. Today there are 5.3 billion mobile cellular subscriptions worldwide. Access to mobile networks is available to 90% of the world’s population, and some commentators believe that universal availability may be achieved within the next five years.\textsuperscript{16} In developed countries there are more mobile subscriptions than there are people (113.6 subscriptions per 100 inhabitants), and while the number is much lower in developing countries, it is still very high, with 56.8 subscriptions per 100 inhabitants.\textsuperscript{17}

Figure 1\textsuperscript{18} Internet users in different regions

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{internet_users.png}
\caption{Internet users in different regions}
\end{figure}

\begin{flushleft}
\textsuperscript{14} Turow, J. Americans and Online Privacy: The System is Broken \url{http://www.securitymanagement.com/archive/library/Anneberg_privacy1003.pdf}

\textsuperscript{15} Internet World Statistics \url{http://www.internetworldstats.com/emarketing.htm}

\textsuperscript{16} See e.g. Sarrazin, T. (2011) Texting, Tweeting, Mobile Internet \url{http://library.fes.de/pdf-files/bueros/africa-media/08343.pdf}


\textsuperscript{18} ITU World Telecommunication, 2010. Pg16.
\end{flushleft}
The combination of Internet and mobile phone has created a fast moving global digital communications environment. Though only a proportion of phones are Internet-enabled and an even smaller proportion are “smart”, this is changing rapidly and in the next five to ten years most observers think that access to such phones will be very wide. While there were threats to privacy long before the digital age, the current challenges have changed significantly as the Internet has increased the capabilities of governments, businesses and individuals to intrude on the privacy of others. Many commentators note that much of the privacy we possessed in the past arose from default – the difficulties involved in monitoring people were too complex or expensive, technology could not cope and there was insufficient or too expensive man power. With the development of the Internet and the availability of cheap interactive digital communications the ability to monitor others has become easier, cheaper and more efficient. The Internet has enormously increased the potential impact upon the privacy rights a person has in both their identity and the treatment of their personal data. Internet use and transactions generate a large amount of personal information which is central to the business model of companies operating on the net – how these are understood, let alone regulated, in a fast changing transnational environment is a major challenge for policy makers.

In broad terms, the Internet:
• Enables the collection of new types of personal information
• Facilitates (and economically demands) the collection and location of personal information
• Creates new capacities for government and private actors to analyse personal information
• Creates new opportunities for commercial use of personal data
• Creates new challenges for regulation given the transnational nature of the Internet.

We examine the more detailed implications for each of these issues below.

---

1.1.1 New types of personal information

Technological advances have developed the tools for collecting and understanding types of information which in the past would have been impossible or else unfeasible. For example, DNA’s role in heredity was only confirmed in the 1950s, but nowadays progress in genetic sciences allows scientists to extract a person’s DNA from ever more minute samples, and to determine ever more about an individual from their DNA. The digital storage of DNA is an enormous advantage in attempts to deal with crime as it has enabled a number of cold case murders to be revisited and at the same time has led to the freeing of a number of innocent people wrongly convicted of crimes. But the retention of DNA has significant privacy implications (among other issues) as it can contain a variety of sensitive personal information, such as a predisposition to certain diseases.

There are significant new developments in biometrics, such as facial recognition, finger scanning and iris-scanning, which are becoming increasingly popular as a method to secure identification. Such biometric devices have a wide variety of uses – they are used to prevent fraud by retailers and restaurant owners, to identify voters in elections, to provide immigration access (rather than use a passport), to maintain attendance records in workplaces or to gain access to high-security areas. While there is a great deal of social utility in these applications there are concerns about the control of such digital data, particularly questions of storage and access. There has been a particular controversy about whole body imaging used at airports following attempts by terrorists to smuggle bombs on planes inside their clothing. Many travellers dislike the use of technologies which penetrate clothing and produce what is essentially a nude image of an individual which is viewed by others. Many find this to be an invasion of their privacy. These images can reveal deeply personal information such as the fact that an individual has had cosmetic surgery or uses colostomy bags but in any case many people regard their clothing as an essential part of their bodily privacy. Against these privacy concerns must be balanced the safety of passengers of course but in these fast moving circumstances striking the right balance is fraught with difficulties.

1.1.2 Collection and location of personal information

Each computer, mobile phone or other device attached to the Internet has a unique IP address, which provides unique identifier for every device and which means in turn that they can be traced. The ability to locate any device creates significant new privacy challenges. Of the many tools that have been created to track Internet users, two common examples are cookies and web bugs. Cookies are small pieces of text which web browsers store on a user’s computer. The cookie ‘registers’ with the web browser each time the user accesses that browser and can be used for session tracking, storing site preferences, authentication etc. Users can decide whether or not to accept cookies by changing settings on their browser software, but some sites become unusable without them. Web bugs are usually invisible to the user (they are typically only 1x1 pixel in size) and are embedded in web pages and emails. When the page/email containing the web bug is viewed, it sends information back to the server (including the IP address of the user, the time and date that the page/email was viewed and the browser it was viewed on).

An IP address can be tied to a person’s physical identity in many ways. Many websites and ISPs have developed authentication systems which involve identity disclosure.
(particularly during electronic commercial transactions); many applications require personal e-mail or other forms of identification, governments may require Internet users to register their IP addresses, or identity can even sometimes be deduced through a person’s online actions (see below).

A key feature of the Internet is its interactivity when compared with “old” technologies such as the television, radio and telephones. Users are often required to provide information about themselves every step of the way – for example, what searches they make, what links they click on, what pages they look at and for how long. A series of technological tools and devices are designed to collect this information (e.g. TiVo, Xbox360, Google Books). This is a central part of the economic model of the Internet.

The digitalisation of information and expectation of free access makes traditional forms of income generation more complex on the Internet. Successful companies therefore consciously “mine” personal data in order to target advertising at users. There is therefore a direct and powerful economic incentive to secure, retain and share personal data. This also applies to non-Internet electronic activity. Computerised bar codes can be used to track individual purchases which in turn are then used to control stock levels and target incentives or marketing at those consumers. Computerised travel cards, such as the London Oyster card, create a digital picture of every journey that can be used to monitor city wide passenger movements – useful for transport planning, but also for tracking an individual’s journeys. As the Internet is used in more and more everyday interactions including banking, shopping and socialising people are giving away more and more of their personal data, often unwittingly including sensitive information about their finances, health and even their sexuality. These developments allow an ever greater amount of information to be gathered and, as Lawrence Lessig pointed out, “your life becomes an ever-increasing record”.

Watching and locating people offline has also become much easier using electronic surveillance. CCTV cameras and satellites are used to monitor public and private spaces, and are available to more and more people. Locational information is now extraordinarily cheap through private initiatives such as GoogleEarth. Global Positioning Systems (GPS) are incorporated into more and more consumer devices. Radio-Frequency Identification (RFID) tags are another example. Such RFID tags have been expensive, but prices are falling and ultimately they could identify, for example, not only the product that a consumer buys but how often it is used and where.

1.1.3 New capacities for private actors to analyse personal information

Increased computing power means that vast quantities of information, once collected, can be cheaply and efficiently stored, consolidated and analysed. Technological advances allow databases of information to be connected together allowing even greater quantities of data to be processed. The potential for privacy violations increases exponentially as technologies are combined together, for example, linking facial recognition databases (as used on Facebook for example) with CCTV cameras would allow tracking of individuals on an unprecedented scale.

---
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The practice of merging and consolidating different informational databases is pervasive. Privacy issues clearly arise from matching data from different sources, for example tax data against health data or finance data against social security data. In addition personal data can be extracted from the various techniques and then matched with publicly available data to build a detailed personal profile.

The US-based privacy organisation EPIC states that “collectors of consumer information are willing to categorise, compile, and sell virtually any item of information”. For instance, the Medical Marketing Service sells lists of persons suffering from various ailments. These lists are cross-referenced with information regarding age, educational level, family dwelling size, gender, income, lifestyle, marital status, and presence of children. The list of ailments includes: diabetes, breast cancer, and heart disease. Other companies sell databases of information relating to individuals’ lifestyle habits, reading preferences, and even religion.23

Combined databases have numerous uses. They can be used for data mining, which is “the process of finding patterns in information contained in large databases”24. Data mining itself has many uses, many of them beneficial such as to identify patterns indicating fraudulent credit card use. While some commentators claim that data mining is neutral, it can have privacy implications. The mining of data or merging data often involves using people’s information in a way that they did not consent to and are not even aware of. Furthermore, the wide array of data drawn upon often includes personal details and can easily be linked to individuals without their knowledge.

Another common use is data profiling which is the use of aggregated data to “identify, segregate, categorise and generally make decisions about individuals known to the decision maker only through their computerised profile”25. Companies and governments can use data profiling to build comprehensive profiles on individuals. EPIC give the example of a woman who sued the US-based Metromail after one of their data entry clerks stalked her based on information she submitted in a survey. During the case it emerged that Metromail maintained a 25 page dossier on the woman including “her income, and information on when she had used haemorrhoid medicine”.26

In order to protect privacy (and circumvent privacy laws), companies often de-identify or anonymise the data. This is a process of stripping data of personal identifiers (such as name, social security number, and IP number). However, studies reveal that it is often possible to relate ‘anonymised’ information back to an individual. For example, a 1990 study in the United States of America found that data collected during a census (post code, birth date and gender) can be cross-referenced to uniquely identify 87% of their national population.27 A more recent example occurred in 2006, when AOL released user search data which was supposedly non-identifiable; researchers were consequently able

---
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to identify many users through the not unusual phenomena of vanity searches, where an individual searches their own name.\textsuperscript{28}

Databases can be very hard to protect, especially where they can be accessed remotely and where many people are granted access. This leaves personal data in databases vulnerable to all sorts of cybercriminals. Additionally, information is often released into the public domain. This is often for legitimate reasons, but can raise privacy concerns. For example, the WHOIS database contains the personal contact details of the individual or organisation that registered each domain name. It is released publicly to allow network administrators to easily remedy problems on the Internet.\textsuperscript{29} Another example is the movement, in many countries, to release public records in digitised format. Such information would have been available previously (such as birth, wedding and death certificates) but new formats make the information increasingly more accessible and easy to cross-reference.\textsuperscript{30}

\subsection*{1.1.4 New capacities for governments to analyse personal information}

Governments are attempting to harness the power of the Internet across their functions. There has been a dramatic move towards e-government as a way of providing more cost-effective and personalised services. As a consequence many countries are attempting to streamline and coordinate service provision through developing large databases containing personal information about citizens. Identity cards, for example, are in use in one form or another in virtually all countries of the world, and compulsory national identity cards are used in about 100 countries.\textsuperscript{31} Increasingly, governments are moving towards capturing biometric data on the cards and storing this information on huge databases which can be used to certify access to, and monitor use of, for example, social security, health and travel.

There is a particularly important role for these technologies in the field of crime prevention and prosecution. Even before the so-called “war on terror” many governments were making great use of monitoring technologies such as CCTV cameras for these reasons. Since 9/11 the threat of terrorism has acted as a driver in many countries for increased use of monitoring mechanisms, often in ways which are intrusive and even in violation of existing privacy laws. A particularly pertinent example is that of air travel. As mentioned above, whole body imaging scanners are being used or trialled in the United States of America, the United Kingdom of Great Britain and Northern Ireland, India, Australia, Japan, the Russian Federation, and the Netherlands among others.\textsuperscript{32} Another practice has been the use of secret watch lists, for example in Canada and the United States of America.
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America. Personal data is submitted by travellers as a condition of travelling and this information is checked against databases of uncertain provenance. Data profiling is used to create a list of people who are judged to be a security threat, the list is circulated to other countries, and people on the list are either prevented from flying or are subjected to enhanced security measures. Watch lists sometimes become public; this has exposed errors, but stigmatised individuals; other times they have been kept secret which has meant that individuals have been refused a visa without necessarily having been convicted of anything or given the opportunity to defend themselves. In one famous case in the United Kingdom of Great Britain and Northern Ireland, a prominent Muslim, Yusuf Islam (formerly the singer known as Cat Stevens) was prevented from travelling to the United States of America (his United Airlines flight from London to Washington’s Dulles International Airport was diverted to Bangor, Maine, when US officials reviewing the passenger list discovered he was aboard). There were allegedly terrorist connections reasons but these were never made explicit, despite his record as a Muslim who promoted peace and reconciliation among communities. Subsequently the ban was lifted.

Some governments have been able to use these technologies to monitor the actions of their citizens, particularly dissidents, much more intensively. For example, the OpenNet Initiative reports that in China the most popular online instant messenger (QQ) records users’ online communications and reports on these to the police. In 2006, the Chinese Ministry of Public Security announced the launch of the “Golden Shield” project, designed to become a national system of a digital surveillance. In 2008 a Chinese state-owned mobile phone company revealed that it had unlimited access to its customers’ data and that it supplies this to the Chinese government on request. The most glaring example of this was the Chinese government’s attempt in 2009 to insist that software known as Green Dam be built into all personal computers sold in China. This software would have monitored individual computer behaviour by installing components in the operating system and would have given the authorities direct power to control access to content (as well as allowing remote control of the computer running the software). The proposal was finally defeated through the WTO on trade grounds. More recently, there have been reports that Chinese authorities have tried to make cafes, hotels and other businesses in central Beijing install surveillance technology for those using Wi-Fi which has been seen as another instance of tightening controls on the use of the Internet.

The Special Rapporteur on counter-terrorism and human rights has noted examples of surveillance practices in Germany, Colombia, Bangladesh and the United States of America that caused him concern. A 2007 Privacy International study revealed an overall worsening of privacy protections and safeguards, together with an increase in the occurrence of surveillance across 47 countries.
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Cybercrime is a growing problem on the Internet with estimates putting the cost of online theft at $1 trillion.\textsuperscript{39} Lax security measures and security breaches can result in criminals stealing other people’s data which can then be used to commit many crimes such as fraud, theft or stalking.

Finally, surveillance technologies are being used much more locally, to monitor behaviour of family members and of employees. Instead of monitoring employees who exhibit suspicious behaviour, there was evidence that many employers were instituting continuous systematic surveillance in the workplace.\textsuperscript{40} Indeed a market is developing for new technologies assisting employers in monitoring their employees, as exemplified by the recent development of new technology that can detect complex employee behaviour and report back to the employer – the device can differentiate between actions such as “scrubbing, sweeping, walking, and even emptying a rubbish bin”.\textsuperscript{41}

### 1.1.5 New opportunities for commercial use of personal data

The Internet has generated a vast amount of economic activity. A recent study by McKinsey estimates that the direct and indirect economic effects of the Internet account for 3.4% of GDP in the 13 countries studied but 21% of the economic growth in the five mature economies, with 2.6 jobs created for every job lost.\textsuperscript{42}

Internet companies such as Google, Yahoo and Facebook have access to an astronomical amount of data.\textsuperscript{43} The biggest Internet companies have huge user bases (for example, Facebook has over 800 million users\textsuperscript{44} and are branching out to cover more and more interactions (for example, a user may use Google to locate information online, send emails, display videos, shop etc.) Many of the services provided by these companies are free and their business models rely on collecting user information and using it for marketing purposes. User data therefore has significant economic value. A 1999 study discovered that 92% of websites were gathering at least one type of identifying information from their users (for example their name, email address and postal address)\textsuperscript{45} and it can be assumed that since then gathering of information has only increased. Companies also have a tendency to be very secretive about what information they gather and how; as noted in The Economist, this is as much to do with maintaining a competitive edge as it is with privacy concerns.\textsuperscript{46}
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Much of this economic activity depends upon Internet intermediaries – the range of actors, services and applications that facilitate transactions between third parties on the Internet, including for example search engines and ISPs. Internet-based communications are increasingly reliant on these intermediaries for accessing, processing and transmitting data. The increasing power of intermediaries and their control over personal data, has given rise to a number of concerns about whether current regulation is sufficient to protect privacy rights. Three types of intermediaries arouse particular concerns – social networking sites, cloud computing capacities and search engines.

Social networking sites

Social networking sites are websites that focus on building and/or reflecting social relations among people. Some facilitate virtual “friendships” with people who are already known to the user offline, allowing them to share photos and converse online. Others concentrate on allowing people to make new friends, often with a particular focus such as work relations (LinkedIn) or music tastes (Pandora). Each service is different, but the standard format allows users to create their own webpage containing various pieces of personal information (such as date of birth, location, interests, name). Users can then link to friends who will be able to see their information and vice versa. Social networking sites are very popular, with hundreds of millions of users between them. However there has been growing concern over privacy violations caused by such sites. Some concerns relate to media and communications literacy, with many users unaware of the risks involved in revealing personal information to others. Many users do not exercise restraint about who they allow to see their data, and many users are believed to befriend people that they do not know well. This can have considerable implications given, for example, that on Facebook the average user has 130 friends on the site. This is discussed in more detail in the following section.

Cloud computing

Cloud computing is an emerging network architecture whereby data, processing power or software is stored on remote servers, as opposed to an individual’s computer, and made accessible via the Internet. Different forms of cloud computing exist that provide a range of services. Individuals or organisations can effectively rent computing capacity from remote service providers. For example, Google’s Apps service allows people to create and save spreadsheet and word processing documents online. Other services include collaborative platforms that allow users access to documents simultaneously, such as wiki platforms and Google docs.

Cloud computing can yield a number of positive benefits. For example, it can reduce the costs of buying and updating software for small businesses and organisations, which can be particularly empowering for users with low levels of financial resources in developing countries. It can also improve convenience for users through allowing them to access documents anywhere in the world, and collaboratively author documents with people working in other geographical locations.
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However, cloud computing also raises a number of concerns from a privacy perspective. As data is stored on a third party’s software, the responsibility for protecting that information lies with the third party and users lose a degree of control. Additionally, laws covering cloud computing are not well defined so users are not assured of the privacy of their data. The terms and conditions (T&Cs) of use sometimes state that the service provider is able to terminate accounts or remove/edit content at their own discretion. For example, this is the case for Mozy.com, a service that allows users to back up the information stored on their PCs online. This presents the danger that users could lose their personal information. Many T&Cs strictly limit the liability of the service provider, which could mean that should there be a breach in security and users lose their personal data, they may not have access to any compensation. Finally, service providers often do not address what happens with a user’s information once they have closed or deleted the account. This does not always mean that information is removed, potentially leading to privacy breaches. The privacy implications of cloud computing are discussed in greater detail in the following section.

Search engines

Search engines fulfil a crucial role as intermediaries on the Internet, allowing individuals to find and access content. Examples include Google, Bing, Ask.com, and Yahoo! Search. Search engines typically collect a large amount of personal data including IP addresses, search requests, together with the time, date and location of the computer submitting the request. As discussed above, this information can be personally identifiable and can reveal particularly sensitive pieces of information such as a person’s political beliefs, sexual orientation, religious beliefs and medical issues. This information is generally used for marketing purposes, however there are also risks of public disclosure of information, such as AOL’s release of information in 2006 (discussed above). The risks regarding privacy and other human rights are all the more significant in countries with limited protections for human rights. This is discussed in more detail in the following section.
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2. GLOBAL OVERVIEW OF CHALLENGES AND OPPORTUNITIES FOR PRIVACY PROTECTION ON THE INTERNET

2.1 Key issues

2.1.1 Challenges and opportunities for maintaining control over personal data online

“No one shall be subjected to arbitrary interference with his privacy, family, home or correspondence, nor to attacks upon his honour and reputation. Everyone has the right to the protection of the law against such interference or attacks.” – Article 12, Universal Declaration of Human Right.

Protection of privacy has long been enshrined as a core human right. However with new technical developments in recent decades, particularly in information and communication technologies, this right has been increasingly challenged. In response to these difficulties there has been a wave of data protection laws in different parts of the world since the 1980s, which have attempted to safeguard the personal data of individuals. However legislation and public policy have had significant difficulty in keeping up with increasingly short technology development cycles. This problem has become most evident on the Internet, where it is highly questionable whether the European Union statement that “everyone has the right to the protection of personal data concerning him or her” is respected. Do individual Internet users have control over their own personal data, including over how it is collected, retained, processed, used and disclosed?

In practice, many attributes of the Internet prove highly challenging for individual user rights to control their personal data. The transnationality of the Internet makes it difficult and at times impossible to judge across which countries, legal jurisdictions and regions their data is being transmitted. The speed and reach of Internet communications is so high that data may spread far beyond the actual control of an individual within less than a second. Moreover there is a substantial market on the Internet for personal data, which is driven by advertising-based business models in which users pay with their data instead of providing monetary payment. At the same time the cost of such data is extraordinarily low leading tens of thousands of records of personal user data to be exchanged at little or no cost. Advances in computerised processing technology allow for an increasing amount of

personal data to be processed. The many different parties involved in displaying an Internet page on a user’s screen complicate this process considerably. Increasing convergence of devices connected to the Internet also makes it particularly difficult to maintain control over personal data. Finally, many Internet users have become accustomed to clicking ‘Accept’ and consenting to providing their data without spending any meaningful amount of time reading the terms of service or privacy policy of the respective site.

The tension between rights and actual control capacity of Internet users over their personal data has led to extensive debates about privacy on the Internet. These debates typically focus on the lack of user control and empowerment in influencing how their data is used and processed, while emphasising the role of corporations in controlling and managing private data. Moreover the control of private actors is frequently contrasted with that of public authorities, which are seen as either unable or unwilling to enforce substantive protections of users’ personal data.

These debates can be understood in the context of several basic questions. First and foremost, the question of informed consent of users and how it can be obtained, guaranteed or even revoked. Second, the question of the transparency and ‘readability’ of privacy policies to users. Third, the ability of users, private actors and public entities to effectively enforce their individual choices about personal data usage on the Internet. Even if most users, private actors and public entities are in agreement, diffusion of personal data is such that it may quickly move beyond the capacity of any one actor to control (see inset below for further details).

Fourth, user rights to control their personal data may conflict with other rights, such as the right of another individual to freedom of expression. As is discussed in the inset below about Visual Privacy and Edison Chen, there are frequent conflicts between media reporting about public figures and their rights to control their personal data. Fifth, the problematic role of public authorities’ surveillance of the Internet remains difficult. Lastly, the appropriateness of anonymity and pseudonymity online represent an important component in the overall debate on privacy protection on the Internet. While all of these questions are intimately linked to information privacy, they also provide an answer to the broader challenge: what is the Internet we hope to create? Whichever stakeholder group, nation state or grouping of actors this ‘we’ may represent, considering a common vision of a future Internet may assist in understanding how to get there. Providing substantive answers to this question will fundamentally shape the global Internet as a whole.

---

(I) Visual privacy and Edison Chen

Edison Koon-Hei Chen was one of the leading actors from Hong Kong. He acted in numerous different regional and international films and was considered one of the leading actors in the area, also acting in Hollywood productions such as The Dark Night. In January 2008 sexual images of Chen together with other women from the film industry in China began to surface on the Internet and were extensively publicised in mainstream media. Although national and international police authorities were involved in attempting to stop the pictures spreading
further, they were seemingly unable to do so.\textsuperscript{52} They continued to spread across the Internet and as a result the name of the actor was one of the top search terms in China in 2008.\textsuperscript{53} A computer technician who repaired Edison Chen’s laptop was eventually convicted for having stolen the pictures while repairing it in 2007.\textsuperscript{54} Once the pictures had made their way online they became extremely difficult if not impossible to remove. In this context the massive public demand for the images ensured their widespread distribution. The widespread republication of and associated demand for images was clearly violating personal privacy and the massive public demand for such images raises questions about how to foster a culture of information privacy.

\subsection*{2.1.2 Initiatives to protect privacy and anonymity online}

In response to many of these questions a variety of initiatives have sprung up on the Internet to protect the privacy of individuals. In this, there is extraordinary importance in civil society initiating and organising initiatives to protect privacy and anonymity online.

This role is reflected in the many important initiatives civil society has spearheaded. In this context one of the most important initiatives has been to raise awareness and education of users about the importance of their privacy and how it can be protected. Important examples include the ‘Surveillance Self Defence’ project created by the Electronic Frontier Foundation (EFF), Big Brother Inc.’ a project profiling companies exporting surveillance technologies and ‘Me and my own Shadow’ which is an awareness raising campaign by the NGO TacticalTech.

\subsubsection*{(II) Citizens initiative on data retention}

One of the most remarkable user initiatives for the protection of privacy and anonymity on the Internet is the German citizen initiative on data retention. Over 34,000 citizens initiated a mass constitutional complaint against the newly passed German data retention law with the German Constitutional Court in 2007.\textsuperscript{55} This massive class action represents the largest joint case ever brought to the German constitutional court. The lawyers involved took several months to process the signatures and submit them to the court. The constitutional court initially issued a preliminary injunction against the new data retention law in 2008 and eventually declared the data retention law unconstitutional in 2010.\textsuperscript{56} As very few constitutional complaints are even accepted by the German constitutional court and only around
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1-2% are successful, this successful joint complaint was a watershed moment. As such the initiative was successful, not just in having the German data retention law declared unconstitutional, but in bringing privacy and anonymity to the fore of the public debate in Germany. As the German data retention law translated an EU directive into national German law, the ripples of this decision have been felt far beyond German borders and have heavily influenced both debate and practice of data retention in Europe.

Each of these projects demonstrates the important role played by civil society in raising awareness about privacy issues, providing users with resources to defend their privacy and informing citizens about the workings of the surveillance industry. Both international and local civil society organisations have played a crucial role in this context in empowering the users of technology to make informed choices about their personal data.

Technical initiatives also play a valuable role protecting privacy and anonymity online. The development of free and open source tools for Internet users such as Tor, GnuPG or HTTPS Everywhere have contributed substantially to the privacy and anonymity of Internet users. These open source programs provide Internet users with a greater level of anonymity while using the Internet, allow them to secure their files and their emails or provide better security when accessing many websites.

All of these technical efforts have received extensive support and development from Internet users across the world and various civil society organisations. Notably most private sector initiatives focus on providing end users’ access to strong encryption technologies, which provide an invaluable counterbalance to Internet surveillance technologies. It has repeatedly been suggested by academic, technical experts and civil society alike that a substantial expansion in the use of strong encryption technologies among Internet users would have a highly positive impact on privacy and anonymity on the Internet.

(III) Corporate initiatives promoting freedom of expression and privacy: the Global Network Initiative

Separately from citizen’s initiatives, one of the most prominent self-regulatory initiatives among Internet corporations is the Global Network Initiative (GNI). It brings together several technology companies, NGOs and academics. While it has been successful in creating awareness about the role of companies in protecting and advancing the rights of privacy and freedom of expression, the number of companies who are GNI members remains limited, with only a few large corporations involved: Google, Yahoo and Microsoft.

Although many other Internet corporations have been called upon and/or invited to join the GNI, these calls have to almost all been unsuccessful. As the GNI is still relatively young, it remains to be seen how its reporting requirements will affect actual company practices in the medium and long term.
Aside from civil society initiatives, user initiatives have also played an important role in safeguarding privacy and anonymity online. User initiatives tend to focus on one specific issue, rather than the concept of privacy as a whole. Campaigns for changes to ‘real name policies’ by the users of social networks, awareness-raising about the danger of sharing personal data on the Internet and a petition of over 30,000 individuals to the German Supreme Court against the constitutionality of data retention laws represent several important examples of significant user initiatives to protect privacy and anonymity online.

Also important to mention are corporate initiatives to protect privacy, of which the Global Network Initiative is one of the best known (see inset above). However there are widespread debates on the effectiveness on corporate self-regulation on the Internet. Particularly in regard to privacy it is frequently argued that corporate actors profit from selling the data of their customers and have no interest in providing anything beyond ‘fig leaf’ corporate social responsibility projects to mask their actual motives. The most frequent response to this claim is that companies require user’s trust and any substantial breach of their trust would be harmful for the company breaching this trust. Whichever statement is true, there are clearly conflicting incentives for companies engaging in such initiatives and it is highly questionable the extent to which self-regulatory privacy regimes can replace public legislation and regulation.

Finally, among many privacy and anonymity advocates there is a notable distrust of the effectiveness of regulatory, judicial or governmental solutions. There is a widespread fear that public privacy regulation may be counterproductive, captured by special interests, badly informed or at best ineffective. While advocates have consistently called for regulatory change on privacy issues and continue to seek remedies for privacy violations through the judicial system, there is an equally strong focus on empowering users to ensure that they are not dependent on public regulation. This approach focuses on providing users with the tools they need to protect their own privacy and raising awareness about privacy issues. The main strategy of empowering end users to protect their privacy suggests that many advocates are not convinced that states are able or willing to tackle some of the most difficult privacy issues.

2.1.3 The roles and responsibilities of service providers and intermediaries

Internet service providers and Internet intermediaries have a particularly important role to play on the Internet. Their role goes far beyond the typical role of a company providing a standard product in a typical marketplace. Because Internet service providers and Internet intermediaries deal in information, these companies are capable through their actions of safeguarding or destroying many of the rights and freedoms of users on the Internet. Moreover their role does not exist in a power vacuum and different national and international governance arrangements, political and corporate interests often compete for greater control over Internet intermediaries. Consequently shielding such corporations from ‘intermediary liability’ is not a given, rather it represents a specific political bargain which is consistently challenged in many different contexts. In response to these demands human rights advocates have issued robust defences calling for intermediary

liability rules to be elaborated in accordance with the standards of international protections.\textsuperscript{58}

However in many cases there are other mechanisms by which intermediaries are coerced into invading their users' privacy than simply legal liability alone. Particularly Internet service providers (ISPs) are frequently coerced into ‘voluntarily policing’ their users actions, thereby creating infrastructure and institutions which collect and manipulate personal user data far beyond any mechanisms necessary for the provision of Internet services alone. This is just one of many examples in which Intermediaries are coerced or co-opted into fulfilling the wishes of third parties to invade and restrict their users’ privacy.

At the same time the more transnational and disconnected from any specific physical location those Internet intermediaries operate, the more flexibility they obtain in their dealings with the respective legislative authorities. A special role in this context is played by large transnational intermediaries such as Google, Microsoft, Facebook or Amazon who can negotiate with nation-states on seemingly equal terms due to their size and international reach. The fact that they mainly sell software or online services allows them a considerable level of flexibility with regard to their physical location. The result is an ability to ‘pick and choose’ jurisdictions.

Nation-states across the world compete to host the companies and there are numerous indications through the research process that many countries have chosen weak privacy regulations strategically. This is done to achieve a (presumed) competitive advantage towards other developed economies. In many cases these strategic choices are made by small countries which have chosen to become regional hubs for the high-tech industry. This competition would seem to confirm privacy policy competition between countries being at least indirectly fostered by transnational corporations.

Another area which has become extremely controversial from a privacy perspective is data retention legislation. Through such legislation Internet service providers are made complicit in wide-scale surveillance and storage of private Internet practises of their customers. These measures typically take place on a broad scale without any suggestion that ISP customers who are being observed have committed a crime. However it is often argued that such measures could nevertheless assist in the investigation of crimes that were committed on the Internet. Child protection (see inset for further details) and copyright enforcement is another area where Internet service providers and Internet intermediaries have been put under considerable pressure to interfere with the privacy of their customers,\textsuperscript{59} in ways that fall short of protection principles such as transparency, due process and accountability.

The pressure on Internet intermediaries such as Google, Facebook or Amazon can also cause substantial negative effects on Internet privacy. Unlike offline interactions in which it is extremely difficult to see personal, economic or political interactions on a broad scale, online interactions leave a ‘data trail.’ Google has begun to respond to this pressure by publishing regular ‘Transparency Reports’ to inform users about the extent to which data


about them is being requested by governments. While this is a valuable first step, it is insufficient to map many of the informal coercive interactions which take place in order to gain private data from private corporations, or to specify to a greater extent why these requests were made.

A particularly complex role in this context is played by state-owned Internet service providers (ISPs). The fact that they are in state ownership and typically control much of the underlying Internet infrastructure leads them to be less independent from the state than would otherwise be the case. This can often have a detrimental effect on users’ privacy, particularly in countries where the state has little regard for privacy and more generally the human rights of Internet users. Conversely, privatisation of state-owned ISPs together with local loop unbundling (LLU) are likely to provide an ISP market structure more conducive of protecting privacy. Here specific policies such as privatisation of state-owned ISPs and LLU may provide a healthy competitive ISP market. A properly functioning ISP market should in turn contribute to protecting users’ privacy, by preventing oligopolistic or monopolistic markets in which there are only a few control points.

More generally, ISPs are in a particularly difficult position to resist invasions on their users’ privacy, as they are typically subject to licensing agreements requiring them to provide data to public agencies. While this may be perfectly legitimate in certain situations, this puts them at a disadvantage to other Internet intermediaries who are less vulnerable to being forced into providing user data. The evolution of ISPs business model into providing bundled additional services and content to Internet users means that particularly large ISPs are far more vulnerable to regulatory coercion than they were in the past.

This development is further accentuated by much of the additional bundled content ISPs can provide being subject to the contractual terms of copyright-holders, who then require ISPs to invade their users’ privacy in return for exclusive access to additional Internet content. Some ISPs in the mobile sector even welcome this development, as they already have privacy-limiting Internet infrastructure in place and consequently have a ‘first mover advantage’ over other ISPs when providing their users’ data to their parties. As one ISP representative remarked during an interview, it takes considerable determination to regularly resist the frequent demands for private user data from state authorities.

More generally, national and transnational governance arrangements have made it extraordinarily difficult to stem the highly privacy-invasive international trade in individuals’ personal data, or to provide effective remedies for trans-border violations of privacy. Transnational intermediaries play many different roles in these initiatives and may not always be committed to a rights-based approach to privacy. Finding effective governance mechanisms for data protection and privacy represents one of the greatest challenges to safeguarding human rights in a global information society.
(IV) Privacy of children and young people

Concerns about privacy require different types of consideration for different individuals. In a recent study the European Network and Information Security Agency (ENISA) suggested that protecting the privacy of young people is one of the key strategies of combating cyber-bullying and online grooming. They identify improperly designed Internet platforms and unnecessarily high levels of complexity as well as a lack of awareness as key vulnerability for young peoples’ privacy online. As a result, one the main ENISA recommendations is that “the generation and use of user profiles for underage persons should not be possible in general,” together with stricter financial penalties for companies who break these laws. In the United States of America, the Children’s Online Privacy Protection Act is designed to ensure that Internet sites receive parental consent before collecting data from individuals under 13. As a result, many Internet sites including Facebook choose to exclude individuals under 13 from their website. At the same time academic research suggests that many parents assist their children in getting around age restrictions in order to access Facebook. This clearly raises questions about the capacity of current legislation to protect the privacy of children and young people on the Internet.

2.2 Specific challenges posed by different applications, communications platforms and business models

2.2.1 Cloud computing

Cloud Computing is a relatively recent development where increasing amounts of data – including personal data – are stored in an online “cloud”. While being stored, personal data is transmitted across the Internet which may already pose a risk to individual control over that data. Once the data has been stored in the cloud, these risks continue, for example a “cloud provider may, without notice to a user, move the user’s information from jurisdiction to jurisdiction, from provider to provider, or from machine to machine.”

Furthermore, users’ personal data in the cloud may be subject to dynamic changes in terms of service as “it is common for an Internet company establishing terms of service or
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a privacy policy to reserve the right to change the terms or the policy without limit.” This important caveat means that in many cases even a privacy policy or a ‘terms of service’ which seems to be highly protective of personal data may be changed from one day to the next. Users are limited in their ability to react to these changes and in certain cases may be unaware of them or unable to understand the implications of these changes for their own personal data.

Protection of personal data is confronted with the business model of cloud computing itself, which inherently expects users (and in many cases their customers as well) to transfer their personal data onto the Internet. In doing so users will usually give up any ‘data sovereignty’, that is they will no longer be able to define under which jurisdiction(s) their personal data may fall. Moreover centralised control of this data by the cloud provider makes the data subject to computer-based algorithms which may reveal personal information that users did not want to disclose or were themselves not even aware of. It also leaves their personal data open to correlation by the cloud provider and the cross-referencing of the data within third party databases. Data stored in the cloud may also be subject to a court order, subpoena or discovery in any jurisdiction where the cloud provider employs staff or possesses assets. Particularly for large transnational companies acting as cloud providers, the number of governments able to request access data that is stored in the cloud can be expected to be very high.

Many of these issues could be remedied by providing strong encryption to users of services provided in the cloud, both in transit and where the data is stored. Such measures would ensure that only the user has access to their own personal data. However at present very few cloud providers offer this level of strong encryption of data – both in transit and while being stored in the cloud. At the same time there is an ongoing debate in the Internet community whether cloud providers are trustworthy. As some of the largest providers of email services continue to store personal information in the cloud without encrypting personal data, the suspicions of the Internet community do not seem unfounded. These suspicions would seem to be confirmed when large Internet services in the cloud are hacked and the amount of personal data becomes clear (see inset below for further details).

(V) 85% of Internet users’ personal data lost in the Republic of Korea

In mid-2011 citizens of the Republic of Korea experienced by far the largest loss of personal data in the country’s history. SK Communications Co. informed the public that personal information of 35 million customers had been hacked, with personal data stolen mainly from its Cyworld social networking site and its Nate search engine, two of the largest websites in the Republic of Korea. Personal information included user names, passwords, social security numbers, resident registration numbers, names, mobile phone numbers, email addresses and personal photographs. According to the ITU there are approximately 40 million Internet users in the Republic of Korea which suggests that more than 70% of the
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Korean population or almost 90% of all Internet users in the Republic of Korea had the personal information they stored in the cloud stolen. Before the attack the Republic of Korea’s government had a ‘real name’ policy, which forced users of large websites to use their real names and provide their social security number to prove their identity, however the government announced that this policy would be changed following the attack and it was eventually struck down by the Korean Constitutional Court in August 2012. Nevertheless, the massive shock of the data breach in the Republic of Korea is a cautionary tale for the Internet industry where oligopolistic control of personal data is becoming increasingly normal.

In many situations, Cloud Computing providers are vulnerable to decisions made by Internet intermediaries. Regardless of the degree of protection promised by the cloud provider in their terms of service, the security and confidentiality of personal information is ultimately determined by the weakest link in the chain. As several intermediaries are typically involved in the transfer and storage of personal information in the cloud; only one of them needs to fail either intentionally or unintentionally for private information to be disclosed. At the same time cloud providers are also vulnerable to governmental surveillance programs. This is because they transfer large amounts of personal data across the public Internet in order to store it in the cloud and in many cases may continue to transfer it across the public Internet between different parts of the cloud. These procedures make it almost impossible for an end user to say with absolute certainty across which jurisdictions their personal data will be routed. Consequently it also becomes very difficult for users of cloud computing to ascertain which governmental surveillance programs their data may be subject to.

Finally there are many unresolved legal issues regarding the protection of personal data in the cloud. As “the cloud may have more than one legal location at the same time, with differing legal consequences,” it remains unclear how cloud providers will react in a specific context. Cloud computing is not inherently incapable of protecting personal data. However a business model, which is based on centralising personal data on a data processing platform across a distributed communications network, is going to raise significant questions about the protection of personal data.

2.2.2 Search engines

Search engines have historically served an important function on the Internet by helping users navigate the vast resources available online. Like many Internet services they are provided as a free service, with a business model based on advertising. In these business models, users do not pay monetarily but by providing their data and by viewing advertising based on this data. The better and more complete the personal data is, the more effective the advertising provided can be. Consequently it does not seem unreasonable to suggest that search engines on the Internet are geared towards collecting as much personal data as possible due to their business model.

Internet search engines have often expanded their services to encompass other types of services such as email or picture sharing which can be provided to users. These additional services allow search engines to cross reference information between different services and thereby build more complete user profiles. While an integration effect makes the multiple integrated services easier to use and more valuable for users, they are also paying increasingly with their personal data by providing a 360 degree view of their personal lives. A similar conflict already exists in regard to customisation, where search engine users give up some of their privacy for a greater customisation of search services. Here, the value of the service may rise, but the user ‘pays’ for this improved service by sacrificing a little bit more of their personal data.

Another notable development has been the rise of so-called ‘national search engines’ in China, the Russian Federation and other parts of the world. These search engines have challenged the dominant international search engines with particular success in certain parts of the world, but there is substantial concern in the Internet community about their privacy practises. While transnational actors may be prepared to challenge more user restrictive privacy practices in different parts of the world, national search engines are bound to their key local markets. This leaves national search engines at the mercy of national regulatory frameworks in their respective local markets. Insofar as these are highly protective of privacy, this could be seen as a positive development, but this is generally not the case. At the same time there are also signs that ‘competition based on privacy’ may slowly be developing among search engines. Through a mixture of user, civil society and regulatory pressure, some search engines have begun to innovate in the area of privacy policies. This is an encouraging sign, as it may be hoped that competition between search engines is driving an overall improvement in privacy policies. Yet it is unclear whether the associated practices of search engines are actually changing. Much of the information about privacy policies provided by search engines remains difficult to assess and hard to verify.

Still, search engines are consumer-facing businesses, which rely on user and customer trust in order to function. A substantial loss of trust could have immediate direct consequences on the ability of search engines to exist and operate profitable businesses. Insofar it can be hoped that as the search market increasingly matures, there will be ever-greater competition among search engines to actively demonstrate their commitment to user privacy. This is not to say that lock-in effects do not exist and users may become increasingly dependent on search engines. Certain functions of search engines such as speed, linkage to social networks or email accounts are likely to be seen as part of the search experience by consumers and will be increasingly expected from other providers of search engines, raising the bar for other entrants to the search engine market. At the same time lock-in effects seem heavily dependent on habitual search practises, which could be changed relatively quickly if a significant breach of trust becomes apparent. Trusting search engines in many ways replaces a closer understanding of whether or not


Internet content is relevant and trustworthy. As media literacy slowly grows among the general population it could be hoped that dependence on search engines will lessen the current lock-in effect, thereby increasing competition on other key issues such as privacy.

2.2.3 Social networks

While the noted lock-in effects to certain search engines and their associated services are important, these effects may be even greater on social networks (see inset below for further details). If it is true that “Facebook may well have succeeded in becoming irreplaceable for many of its users,” then this has substantial implications for privacy on the Internet. It makes users vulnerable to unilateral changes made by Facebook and also other social networks to their privacy policies and privacy practises. Users are sufficiently locked-in to the social network that even if they fundamentally disagree with social network privacy policies, they are unlikely to leave the network. This substantially increases the leverage of the social network over their users’ privacy.

Like search engines, the business model of social networks is based on advertising and there is generally no direct financial relationship between users of social networks and the social networks themselves. However social networks take this logic one step further than search engines, as the content they produce is also contributed by users. As almost all of the content provided by the users of social networks is personal information and private data, it does not seem unreasonable to suggest that the users of social network are exchanging their private data in return for a ‘monetarily free’ service. Contractual financial relationships do, however, exist between the social networks and their advertising partners, who are responsible for funding the network. As a result, social networks have a natural business incentive in consistently improving the targeting of their advertising with the help of their users’ personal data. While there may also be other means of generating revenue within social networks through subscription models or transaction models, the most important revenue stream for most large social networks remains advertising revenue. Consequently the personal data of the users of social networks is still the key currency, a critical mass of which needs to be obtained in order for social networks to remain profitable.

---


The power of lock-in

“Having one place where we do all our communication leaves us at the mercy of the policies of the people who control the infrastructure we are chained to, that we are stuck using that we are locked into – You can’t leave Facebook without leaving everybody you know – because everybody you know is on Facebook. I was not a Facebook user, I was against Facebook. I thought it was bad to centralise all our communication in one place. I didn’t like the privacy implications. I didn’t like Facebook’s censorship of things like pictures of nursing mothers […] I thought those were bad policies and I reacted to that by not joining Facebook for years while all my friends were on Facebook […] I joined Facebook late last year […] Because a friend of mine passed away. His name was Chuck, a brilliant man and he lived a lot of his life online. He was on Facebook and he shared things with his friends on Facebook – and when he passed away I realised that I hadn’t communicated with him in a while […] I wasn’t meeting him where he was, I wasn’t on Facebook. I was missing out on something huge. That’s the cost of not being there – and so I joined because I decided that as strong as my beliefs were, it was more important to me to be there with my friends and to talk to my friends. That’s the power of lock-in.”76

It is often argued that users of social networks explicitly consent to these uses of personal data in the terms of service and privacy policy. While this argument may shield social networks from legal liability, ‘meaningful’ or ‘substantive’ consent would assume that users were (1) aware of the privacy policy, (2) able to understand the complex legal language used within these policies and (3) willing to spend time reading these policies (4) able to accept certain parts of the privacy policy while rejecting others. Even were users to do so, however, privacy policies can be changed at any time, making even the most informed user vulnerable to sudden, unexpected and unilateral changes in privacy by the social networking providers.77 It has been suggested that this complete volatility in dealing with private data is as “if tenants had no rights to privacy in their homes because they happen to be renting the walls and doors. This week, you are allowed to close the door but, oops, we changed the terms-of-service.”78

Equally there are issues associated with the ‘publicness’ practised in social networks that extend far beyond the actual social networks themselves. It has become common practise for automated programs to ‘mine’ publicly available personal data on social networking sites. Consequently it can be sufficient for personal data to be publicly available only for a short period of time before it is already distributed onto many other sites, online spaces


and technical systems. While this risk may exist analogously for other Internet services as well, the sheer amount of personal data stored on social networking sites makes the risk of inadvertent public exposure of private data far greater than for other comparable services. These problems are exacerbated by the day-to-day operations of many social networking sites that are typically driven by computer scientists and engineers. In this context, products and services are developed following an engineering logic of providing customers with the most advanced new products and a privacy policy is then bolted-on at the last minute. Throughout the research conducted for this report, this internal organisational dimension within social networks kept reappearing as an important barrier towards providing greater privacy protections for users.

2.2.4 Mobile phones, smartphones and the mobile Internet

The explosion of the use of the mobile Internet in the 21st century has contributed to many of the existing concerns about privacy and data protection on mobile phone networks. In comparison with fixed line communications, mobile communications have several attributes which have a particularly negative effect on privacy. These include unique mobile device (IMEI) and SIM card (IMSI) identifiers, the ability to regularly ascertain the approximate geographic location of mobile device and the ability for third parties to intercept wireless mobile communications as they travel through the air. These privacy concerns specifically related to the mobile Internet all need to be considered in addition to existing concerns about privacy on the Internet which all also apply to mobile Internet devices.

While it is frequently assumed that these concerns are only relevant for ‘Smart Phones’, they apply in equal measure to any mobile device which is capable of accessing the Internet through mobile phone networks. Consequently these privacy concerns need to be considered in the developing and the developed world for any device which is capable of accessing the Internet. They apply both to a farmer in Zimbabwe sending emails to his family on an old Nokia phone, as they do to a corporate lawyer in Hong Kong using an iPhone to send an email to a client. While these concerns already exist in regard to mobile telephony in general, they are further exacerbated by the use of the Internet on mobile devices.

However, beyond specific privacy concerns with mobile networks themselves, smartphones also raise additional privacy issues in comparison to ‘less smart’ mobile phones, often termed ‘feature phones.’ Smartphones are generally used as mobile Internet devices and are typically able to transfer far greater amounts of data than normal mobile phones through what are known as second (2G), third (3G) or fourth (4G) generation mobile networks. This means that they are also capable of transferring far more personal data onto the public Internet than a typical mobile phone. Furthermore, these phones are designed to be ‘always on’ the Internet. Moreover, a variety of services are built into smartphones, which regularly send data across the Internet, often without knowledge


of the user of the phone. It has been documented that both Google Android and Apple iPhone smartphones regularly ‘phone home’, thereby transferring information about their location, their user and other potentially personal information such as Wi-Fi networks in range across the Internet.81

This further contributes to the overall trend in smartphone privacy, namely the fragmentation of control of personal data in mobile Internet platforms. The mobile Internet service provider, device manufacturer, operating system provider and app providers all have a certain level of control over user personal data. In the case of a typical smartphone user sending emails in Argentina, some of their personal data would conceivably be controlled by their mobile Internet device manufacturer (Samsung), mobile operating system provider (Google), mobile Internet service provider (Movistar), their email App (K-9 Mail), their email service provider (Yahoo) and the email service provider of the individual they were sending the email to (Microsoft). This does not even include data leakage issues when passwords and email content are sent unencrypted across Internet, potential additional access to personal data by local or international law enforcement or unauthorised third party access to personal data. Nor does it begin to consider the additional layer of complexity introduced by the installation of additional smartphones applications (‘Apps’), which may also have access to users’ personal data. Moreover smartphones combine a wide array of different sensors and communications chips and platforms, making it difficult for smartphone users to understand the privacy implications of each additional sensor or specific communications chip. The most recent iPhone4S includes communications chips capable of communicating across different types of mobile phone networks (GSM/CDMA/EDGE/ UMTS/HSDPA/HSUPA), ‘Wi-Fi’ wireless Internet networks (802.11b/g/n), GPS global positioning systems and Bluetooth technology, as well as a light censor, a proximity sensor, a movement sensor known as a gyroscope and multiple microphones.82

(VII) Internet devices storage exploited

In many repressive states across the world it is standard practise to force political prisoners who have been arrested to hand in their Internet-connected devices before being questioned. The authorities are particularly interested in smartphones, as these carry a great deal of additional private data not normally available on normal mobile phones. This personal information is then used to systematically gather information on the social networks that political prisoners inhabit. With this information other direct and indirect contacts of political prisoners can be targeted. These networks include the personal, professional and coincidental networks of individuals, who are themselves intimidated or imprisoned for little other reason than having – however briefly – met the wrong person. These methods do not necessarily solve any legitimate governmental purpose; rather they serve to intimidate individuals and their personal networks. They can be engineered to produce chilling effects and spread the shadow of state hierarchy far beyond

political prisoners themselves. Personal communications devices and the personal data they digitise and collect are fundamental to such intimidation strategies.

These sensors can be combined in unexpected ways, such as recent attempts to create a record of user typing using the gyroscope movement sensor. Much of the data collected on smartphones is stored on the phone for an unspecified amount of time, with little user control over its existence or removal. Depending on the extent to which smartphones are used, smartphones can quickly become complete digital repositories of the lives of their owners. This means that if smartphones are lost, stolen or simply taken from their owners, the implications for the privacy of individuals can be severe (see inset for further details).

Finally the two dominant smartphone platforms, Google Android and Apple iPhone, also use their respective mobile platforms to target advertising at users. In many cases the data these companies have obtained about users from other Internet devices – through their Google search history, iTunes Store purchasing history, Apple/Google account usage history or similar – can be combined with data provided by the mobile platform such as geographic location data from the phone. This personal information about an individual – which may in many cases be more extensive than what the users know themselves – allows these platforms to target highly personalised advertising at their users. As with search engines and social networks, the developers of mobile Internet platforms have a business interest in getting as much personal information as possible from their users. The more they know about their users, the more valuable the targeted advertising shown on mobile Internet platforms is likely to be.

2.2.5 Unique citizen identifiers and eGovernment initiatives

Long before the public Internet came into being in the early 1990s, governments across the world have moved to standardise and centralise records about their citizens. As computing power increased and became cheaper, states were able to make increasing efficiency gains within their bureaucracies by centralising and standardising information about citizens. In accordance with the views of James C. Scott, states have sought to make the societies they govern ‘legible’ in order to promote their policies. They also serve to respond to persistent demands on public bureaucracies to cut costs by increasing efficiency through computerisation. These efficiency gains have often had the effect of negatively impacting on citizens’ privacy and anonymity. Public initiatives to create large public databases about citizens have been met with scepticism by privacy advocates. The dangers of such databases are particularly evident when the information is lost (see inset for further details).

Such databases and identification services often include an online component, allowing citizens to access various government services via the Internet. Use of these services

may provide many benefits to citizens, such as greater convenience and efficiency. But as has been noted by a US Government Privacy Working Group:

“These benefits, however, do not come without a cost: the loss of privacy. Privacy in this context means ‘information privacy,’ an individual’s claim to control the terms under which personal information – information identifiable to an individual – is acquired, disclosed and used.”

(VIII) Loss of 25 million citizens’ personal data

One of the largest losses of citizen data in Europe occurred in the United Kingdom of Great Britain and Northern Ireland, where two CDs containing personal data of more than 25 million individuals were lost in the internal government postal system in 2007. They were sent without any technical protection mechanisms from the British Revenue and Customs service (HMRC) to the National Audit Office (NAO). Furthermore, the level of actual governmental control over the transport of the CDs is questionable, as the transport was conducted by a private courier service. The personal information on the CDs was related to child benefits payments to all families in the UK. As the vast majority of families in the UK claim child benefits, the personal data loss affected almost all families with children under 16. It has been suggested in the UK that the majority of large scale personal data losses have taken place in the public sector. This is typically attributed to a lack of “success in fostering a culture of security for personal data,” both online and offline.

This prescient statement describes precisely the difficulty in ensuring that eGovernment is both effective and guarantees privacy. This tension can also be found in more recent forms of eGovernment. Typically these initiatives attempt to increase participation of citizens and the transparency of government operations, however here too there may be privacy concerns. For one, users participating in these initiatives are typically required to identify themselves as citizens in participative government initiatives, as non-citizen participation is typically not possible. Moreover they are expected to participate in these initiatives with their ‘whole identity.’ Anonymous or pseudonymous participation – even for individuals identified as citizens – is generally not an option.

Another important point is the tension between transparency and openGovernment or participatory government initiatives and privacy. Most participatory governmental initiatives require high levels of transparency to ensure the legitimacy of the process. However by doing so they run the danger of overly restricting the rights of individuals to
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their personal data in order to safeguard transparency. Requiring citizens to sign petitions or participate in openGovernment using their real name solves authentication problems for the government using the system, but leads users to speak less openly than if they were speaking anonymously or pseudonymously through a trusted third party.

Finally, it is important to consider the close cooperation with the private sector in many eGovernment and openGovernment initiatives. As governments often do not have the capacity to perform these functions themselves, they frequently outsource processes and services integral to modern governments to private service providers. While this may be an effective way of cutting costs, it also provides additional privacy risks by involving third parties in the processing, transfer and storage of citizens’ personal data. These interactions with the private sector do not necessarily harm citizens’ privacy, but they do introduce an additional layer of complexity that needs to be governed appropriately.

2.3 Threats posed by different mechanisms of surveillance and data collection

2.3.1 User identification – unique identifiers, cookies and other forms of user identification

There is an enormous array of different ways in which Internet users are identified. From initial registration of Internet users through Internet service providers or at Internet cafes, to numbering and identification of Internet devices which are themselves often linked to Internet accounts, to individual IDs which are provided by browsers or stored as cookies, as well as the IP-Addresses which are assigned to Internet users through Internet protocols. All of these identification procedures may serve to make an Internet user less anonymous, but in some cases these identities may also be necessary for provision of services on the Internet. It is difficult to use the Internet without an IP-Address – although of course an IP Address can be assigned dynamically or anonymised – and many other Internet services rely on some form of identification.

Particularly in the developing world, but also in some parts of the developed world, Internet user registration, for both short and long term Internet usage, constitutes one important privacy concern. User identification may take place as part of registration procedures for an Internet café, as part of the signup procedure to a wireless network or during the purchase of a mobile phone contract. In each of these contexts, Internet user identification mechanisms contribute to restricting privacy and anonymity on the Internet. Another cause for concern is the resulting restriction of anonymous speech and the chilling effects that such identification mechanisms bring with them. Admittedly these identification procedures are at least relatively transparent to Internet users, which cannot be said for other user identification mechanisms.

Of the less transparent user identification mechanisms, cookies are perhaps the best-known. These are stored on the computer of an Internet user when they visit a website, and the user’s Internet browser. Depending on how this website is constructed and the settings of the Internet user’s browsers, anything from one to a dozen cookies can be stored or updated when visiting a website. By storing cookies on users’ computers, each user can be tracked across the Internet. Particularly in the case of cookies which are set outside of the domain which the user is visiting – so-called third party cookies – these cookies can ‘follow’ users across most parts of the Internet.
Cookies also form a component of user analytics, a common practise for user tracking across the Internet. Credible estimates suggest that between 40 and 60% of the largest Internet websites use Google Analytics, a traffic tracking tool that allows website administrators to gauge their traffic.\(^{90}\) Of all Internet websites, similar estimates suggest that close to 70% use some kind of user tracking based on various different Internet analytics packages.\(^{91}\)

Technical implementations of cookies have long evolved beyond the point where users have any meaningful control over being tracked by them. Cookies are often set for years on a user’s computer and are extended automatically each time the user visits an associated website. They can also be set by browser add-ons such as the ‘Adobe Flash’ independently of the main browser. Should a user attempt to remove their cookies from one of the many locations in which they can be stored, they are recreated from other storage areas or using other identification mechanisms such as session IDs, browser add-ons, cookie caching scripts or any number of other methods which allows for cookies to be recreated without the consent of individual users.\(^{92}\) Although there were extensive debates about the privacy concerns associated with cookies relatively early in the evolution of the public Internet, many of the associated issues have yet to be resolved.\(^{93}\)

Cookies are, however, just one of many components of user identification on the Internet. They are driven by the advertising-funded model which permeates much of the Internet and thrives on the identification of users for the purpose of targeting advertising. While website customisation and more relevant advertising are frequently mentioned as incentives for users to accept or even support Internet tracking, the fact that users are tracked across the Internet follows a clear profit motive. Fierce responses by the Internet advertising industry to recent DoNotTrack legislation in different parts of the world are just another example of such business interests.\(^{94}\) While a substantial part of the Internet industry relies on advertising revenues for funding, finding ways of avoiding privacy-invasive user identification and tracking online will remain highly challenging.\(^{95}\)

### 2.3.2 Adware, spyware and malware conduct covert data logging and surveillance

Further threats to the privacy of users on the Internet arise from adware, malware and viruses. In some cases these programs collect personal user information for criminal purposes, such as stealing money from individuals, hijacking their Internet accounts or otherwise misusing their personal information. Another prevalent use of spyware is the user who wishes to covertly observe other users he or she knows personally. This ‘spyware’
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\(^{93}\) Further details can be found in RFC 2109: https://www.ietf.org/rfc/rfc2109.txt.


is often used by stalkers, who wish to invade the personal lives of their victims. It may include relaying details of the individual’s physical location, their communications, other personal information and passwords. What is perhaps surprising is that it is completely legal to buy and sell these technologies in many parts of the world. It is therefore relatively easy for individuals wishing to misuse these technologies to gain access to them.

Adware also fits into the category of privacy-invasive and consent-ignoring software, which is inadvertently stored on computers. This software is very difficult for users to recognise, as the software tends to masquerade as an anti-virus program, a search tool or a similar ‘useful’ technology that the user would want to use. It is often also bundled with software that seems to be free. However it is instead used to show unwanted advertisements to the user and track their computing behaviour.

Increasingly relevant in this context are law enforcement authorities using Trojan horse technology to gather information from remote computers. Such uses have been the subject of great controversy in many parts of the world, as they frequently involve taking over the entire computer. This technology is then used as a form of so-called ‘legal intercept’; however civil society considers it malware while vendors of antivirus software classify it as a virus. Such uses leave little room for private personal data, which is stored on computers, even though this space of ‘deep intimate personhood’ is explicitly protected as an important part of human dignity in many jurisdictions across the world. Finally malware, spyware and adware are increasingly being targeted at converged mobile devices such as smartphones, tablets and other Internet connected devices such as smart TVs. Here, it is the users’ expectation that they are safe and have no requirement for any additional protection which is exploited. Having your personal data lost through a device which is not obviously a personal computer is frequently unexpected (see inset for further details).

The various different communications protocols used by these devices allow for many different distribution mechanisms for malware. A virus downloaded over the Internet via 3G mobile phone signal can be redistributed via Wi-Fi wireless networking or Bluetooth to other devices in the immediate proximity. As common operating systems in mobile devices such as iOS and Android proliferate, it becomes easier for these devices to spread malware to devices with similar operating systems. The multiple communication methods and unclear security procedures make new Internet devices an obvious target for malware and adware. As the number of devices connected to the Internet grows rapidly, from gaming consoles to smart televisions, cars, microwaves, fridges, and the “Internet of Things” becomes normality, users find it increasingly difficult to maintain control over their personal data. Internet-connected cars and televisions do not typically provide privacy settings or allow users to install an anti-virus program or a firewall. These developments pose serious challenges for user privacy and individuals’ ability to exercise control over their personal data.


In April 2011 the Sony ‘Playstation Network’ which is linked to the Sony Playstation console was broken into by unknown attackers. As a result it has been suggested that the personal data of 77 million users of the Playstation Network has been compromised, including their name, address, country, email address, date of birth and credit card number as well as the login, password and password security answers used in the network. Aside from the scale of the personal information stolen, it took over a week for Sony to inform users of the network that their personal data was at risk. As the use of the same password across multiple Internet sites is common, this left users of the Playstation Network not just at risk on the network itself but across the Internet.

2.3.3 Deep packet inspection (DPI)

Deep packet inspection technology is pervasive and used as a generic Internet control technology in many parts of the Internet. The technology itself has the capacity to ‘look inside’ packets which travel through the Internet, inspect their content and react to the content in various different ways. Historically, technologies that scan and sometimes modify Internet traffic have only done so on the basis of their header information. By contrast, deep packet inspection looks ‘inside’ the packet and scans it for certain keywords, patterns or other attributes that are not evident from studying the packet header. While DPI combines “many features of internet technologies that have been around for a long time [...] the combination of these elements into a scalable, widely implemented set of practices is generally seen by industry, technologists and policy critics as a new technology.” It is also a technology that has been mired in controversy since the first public debates about it began. During these debates, the technology was associated with some of the greatest invasions of privacy on the Internet. One DPI vendor – when asked during an interview conducted by the author what it was like selling DPI equipment – suggested that it was like having a sexually transmitted disease.

Two of the first uses of deep packet inspection technology which garnered significant public attention were targeted advertising by Phorm and NebuAd. The technology was used to build extensive advertising profiles about the users of several Internet service providers and in some cases even went as far as to insert additional adverts into websites. This active manipulation of users’ websites and collection of their data without their consent caused such a scandal that it was eventually abandoned by the Internet service providers.

providers involved and became part of legal proceedings. It also did little good to the public perception of deep packet inspection technology, which has since been closely associated with violations of privacy in public debates. In the context of widespread public protests in the Islamic Republic of Iran and the MENA region in 2009, 2010 and 2011, deep packet inspection technology was also widely reported as being used by the government to monitor and censor their citizens.

Since these initial reports, there has been continued publication of well documented evidence linking deep packet inspection technology to some surveillance regimes in the MENA region. Beyond the MENA region deep packet inspection is commonly part of governmental surveillance systems, which are sometimes termed ‘lawful intercept.’ They effectively make all unencrypted information passing through communications networks visible to the operators of the equipment, allowing them to store and in some cases even modify the information in the network.

Another common use of deep packet inspection technology is to profile users on communications networks. While it is unclear how extensive this profiling is, it is clear that it takes place for commercial purposes. However in some cases, these profiles can just as well be used for advertising purposes to target particularly relevant advertisements at users of the network. Another potentially privacy invasive form of DPI-usage is the filtering of content on the Internet, typically because it is considered illegal. In many cases this also allows for the monitoring of users who wish to access filtered content.

Notably DPI can be used for bandwidth management by ISPs, to block spam at a network level and to protect ISPs from certain types of Internet attacks. In this sense it is not as ‘inherently bad’ as some of the public debate suggests, but it does pose significant ethical questions when implemented. Some vendors have attempted to mitigate these problems by developing types of ‘privacy by design’ for DPI, although these developments are still at an early stage. In the context of ethical questions regarding privacy, deep packet inspection’s status as a generic communications control technology does lend itself to misuse in many different contexts. As the DPI industry matures, it remains to be seen how different companies within it will position themselves to these potential misuses of DPI technology and how possible convergence between different DPI usages affects the industry as a whole.


105 This is based on interviews by the author in July 2011.
2.3.4 Pervasive geo-location technology: an emerging threat to Internet privacy

Historically, geo-location data has been an integral part of the Internet. Systems with the ability to locate Internet users with a relatively high degree of accuracy have been used for both advertising and legal purposes. These services provide a geography location of the IP addresses of Internet users and allow ISPs to develop a relatively accurate estimate in which country a user is located and in many cases even in which city. As Internet usage has increased and data on Internet usage has increased, so too has the precision of these services and thereby the ability of websites and intermediaries to geographically locate Internet users.

However, technical developments in Internet connected devices have meant that many Internet users now have GPS location technology attached. This technology is far more precise, allowing for a specification of the physical location of an Internet user within a few meters. At the same time, it is embedded in numerous different devices and users are typically not aware of the consequences that activating or deactivating the function may have on their privacy, which programs or applications have access to GPS location information.

The provision of GPS information is driven by several online business models. Users of FourSquare and Facebook are actively encouraged to provide location information when they visit the website, primarily as a social function. This is also common in other forms of social networks such as ‘CouchSurfing’, whereby the location provided here is generally less precise than FourSquare or Facebook. Notably these are all social networking sites in some shape or form, but for FourSquare and Couchsurfing it could perhaps be argued that providing location information is inherently part of the concept of the network. Users expect when joining these social networks to have their private information shared and may even be joining precisely for this reason. This argument would seem less evident in the case of Facebook.

Geo-location systems clearly raise issues related to user consent and control over their personal location data. Users have little control over the actual users of their data and forms of data processing, which can make informed consent particularly difficult. Moreover, geo-location data is heavily processed and may – as discussed above – be generated out of other information the user provides without the users’ knowledge or consent of this process. Furthermore, geo-location via GPS systems built into handsets are also technically far more precise than the geo-location of mobile masts, creating a far more precise picture of the movements of an individual.

Geographic location data collected in this manner can then be used to create a movement profile of individuals. One of the most evocative recent examples is Malte Spitz, a German Green politician who sued his mobile phone provider in order to gain access to his private data in order to understand what they knew about his movements. The data he received was later visualised by a German newspaper and represents a complete movement profile over months of his life, some of which was published online to demonstrate the scale of the problem. Clearly, while geo-location technology and services are still developing massively, it is hard to say how its on-going developments will affect privacy on the Internet. Yet a cautionary glance at some of the issues geographic location information

is already being used for suggest that – while geo-location is an emerging issue – there are unlikely to be ‘quick fixes’ for many of the problematic privacy issues associated with geo-location.

2.3.5 Data processing and facial recognition

“Facial recognition technology (FRT) has emerged as an attractive solution to address many contemporary needs for identification and the verification of identity claims. It brings together the promise of other biometric systems, which attempt to tie identity to individually distinctive features of the body, and the more familiar functionality of visual surveillance systems.”

(X) Reprocessing faces

In order to demonstrate the dangers associated with publicly sharing information, a group of artists downloaded over a million publicly available Facebook pictures, associated personal information and relationships. They then used this information to categorise faces and (re-)aggregate them on a separate website. While this is a public project designed to raise awareness about the malleability and replicability of public data, there are many other ‘Internet bots’ which spend their time ‘scraping’ Internet sites in private and using this information to feed private databases. This also means that accidental choices to publicise information by Internet users can have irreversible consequences, with their data ‘scraped’ from the website they published it on and replicated within split seconds. Lack of user awareness about the potential scope of their privacy choices and lack of control over their own information once publicly provided (for whatever reason) has substantial negative effects on user privacy on the Internet.

Although there have been extensive debates in recent years on the impact of face recognition technology on an individual’s privacy, these debates need to be seen in a wider context. While there are novel aspects to the debate, in many respects face recognition technology represents a new form of data processing and identification.

There are several reasons why advances in data processing can have such threatening effects for the privacy of individuals on the Internet. The first is that they re-contextualise data, processing it into a form that was neither wanted, nor expected or even conceivable. In a different context processed data may have a very different meaning. Indeed this may lead to data processors possessing information about an individual’s personal life of which the individual is now aware.

Here, facial recognition technology serves to make what was previously personal data individually identifiable information. The increasing power of face recognition technology is increasingly elevating the face to a unique identifier, which can be linked across private

and public profiles across the Internet (see inset for further details). It is increasingly becoming the key token of data linkage and identification. As a result users are only beginning to realise that information they expected to be effectively anonymous may be associated with their online profiles or searchable under their name. In a world where the number of camera lenses is constantly increasing, this can have substantially chilling effects on freedom of expression and an equally negatively effect on privacy.\(^\text{109}\)

Face recognition has also been used by law enforcement as part of surveillance operations at large public events, such as the 2001 Superbowl in Florida, United States of America.\(^\text{110}\) As similar reports have continued since, there is reason to believe that law enforcement and other public authorities are using similar face recognition technologies on the Internet. Despite widespread doubts about the effectiveness of face recognition technology as a law enforcement tool, continued investment in these technologies by public authorities across the world suggests that the technology is expected to develop rapidly in the near future.\(^\text{111}\)

Another development with substantial privacy implications in this context is the significant transfer of personal data between the public and private sector. Personal data which has been pre-processed by the private sector (such as a search profile or social networking history) is increasingly requested by the public authorities.\(^\text{112}\) At the same time, personal data such as individual ‘intelligence profiles’ which are pre-processed by the public sector are increasingly shared with the private sector.\(^\text{113}\) This sharing of processed personal data is a large risk to individual control over their personal information. Users of social networks do not expect that the data they have ever entered into a social network, or that profiles of their movement stored by their mobile provider, will be shared with law enforcement. Nor do citizens typically expect that information collected by their intelligence services or law enforcement authorities will be routinely shared with private contractors.

Sharing personal information in both directions has become commonplace on the Internet. Indeed it seems possible to suggest a more general merging of public and private Internet surveillance infrastructure. Intelligence fusion centres, PNR, SWIFT and more generally data retention legislation are just a few examples where private actors collect data which is then used by public actors and vice versa. Here, the overlap of private and public privacy regimes makes it very difficult for individuals to consent to the use of their data by third parties, to know how and under which conditions their data is being stored, let alone be able to withdraw consent from digital storage of their data.

In this context data processing and face recognition technology become part of a wider surveillance infrastructure, which fundamentally threatens privacy. This is driven both by the public sectors’ desire to know more about citizens and the private market which
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has quickly sprung up to satisfy this demand. In conclusion, it seems reasonable to suggest that there has been "an explosion in the dissemination of images, in domains from photo-sharing to surveillance and medical imaging, with a corresponding increase in the potential for privacy intrusive uses of those images. Thus far, controls on the privacy intrusions that these technologies bring have been very limited.”

2.3.6 Internet surveillance technology

Moving from data processing and face recognition to the market for such equipment, one of the greatest threats to privacy on the Internet stems from the rise of the Internet surveillance industry. Although Internet surveillance technology is often discussed in the context of Deep Packet Inspection (DPI), the types of technologies used for Internet surveillance technology are far broader. The technologies in use range from software installed on individual computers by law enforcement such as ‘Trojan horses’, monitoring devices which are attached to computing systems or personal electronic devices, through to surveillance technologies attached to the communications networks linked to these devices.

Of particular concern for privacy are those surveillance technologies which attempt to harness the personal data uploaded and organised by Internet users, thereby typically processing an enormous amount of personal information. Advances in computer processing power have meant that modern Internet surveillance technology is capable of indexing, cross-referencing and profiling the personal user data of individuals. The diversity, scope and usage of Internet surveillance technologies have expanded massively since the beginnings of the public Internet. These technologies are typically provided to governments and large corporations around the world regardless of mistreatment of information privacy or other human rights concerns. The result is a surveillance technology market where companies compete to provide the most privacy invasive technologies. Companies in this market have little or no interest in protecting the privacy of individuals; indeed they have a clear interest in removing user privacy to the greatest extent possible.

The international trade in surveillance technology and services has also increased the transmission of personal data across communications networks. Most modern surveillance technologies are designed to ‘phone home’, ‘report back’ or otherwise transmit their findings to their operators. As the operators and technicians are seldom located in the same physical location as the surveillance equipment, personal information being collected by the surveillance devices needs to be transmitted across communications networks to their operators. At the same time many Internet surveillance technologies have the capacity to update themselves across communications networks and may also provide remote access to the surveillance technology vendor. This remote access capability and associated transmission of personal data evidently threatens the privacy of


personal data. There are numerous well documented cases of surveillance technologies being compromised by third parties (see inset for an example).

Moreover, the addition of surveillance technologies to technical devices, systems and networks adds an additional layer of vulnerability. These vulnerabilities are particularly pronounced as surveillance technology is designed to extract and prepare personal data for operators. Consequently third party access to surveillance systems is likely to be a far greater threat to privacy than access to the actual devices, systems or networks that are being surveyed. As will be discussed in chapter 3 in greater detail, there are a limited number of situations in which the use of surveillance technologies could be justified within a clear legal framework based on human rights and the rule of law. However, even in these situations surveillance technology is fundamentally privacy invasive, making their extensive use extremely threatening for privacy on the Internet.

**Surveillance logs published**

In October 2011 the Internet activist group Telecomix released extensive log files from Internet surveillance equipment in the Syrian Arab Republic. The surveillance data published also provides an extraordinary picture from the inside of an Internet surveillance regime. It provides an insight into how users have both effectively and ineffectively attempted to protect their privacy and anonymity using Internet tools. It catalogues users on social networks, going shopping, looking at advertising, using search engines and video or photo sharing sites. More than anything else it gives an insight into the extraordinary power of surveillance equipment designed to breach personal privacy, beyond any and all boundaries of private space, anonymity or human dignity. The day to day personal activity of individuals is chronicled and catalogued and expressions of their personal hopes and dreams not destined for public view are laid out for display. A brief overview can be found below.

---

Blue Coat device logs indicate the levels of censorship in Syria.

3. THE GLOBAL LEGAL AND REGULATORY ENVIRONMENT FOR PROTECTION OF PRIVACY

The right to privacy is an ancient right, with roots in various religious traditions – including the Jewish, Christian and Muslim traditions – as well as in ancient Greece and China. Some sorts of protection for privacy existed in England as far back as 1361, with the Justices of the Peace Act criminalising eavesdropping and peeping toms. Privacy has found protection as an international human right from the outset, being included in the Universal Declaration of Human Rights (UDHR), as well as the International Covenant on Civil and Political Rights (ICCPR).

At the same time, it has proven difficult to forge consensus on the specific content of this right. It is clear that it has at its essential core some notion of the right to be free of external intrusion, but beyond that various authors have come up with different definitions. Thus, the report by the government of the United Kingdom of Great Britain and Northern Ireland on privacy, known as the Calcutt report, stated that the authors could not find a “wholly satisfactory definition” of privacy.

In their seminal piece on the topic in 1890, Warren and Brandeis defined privacy as the “right to be left alone”. Leading court decisions in the United States of America have subsequently identified four different types of privacy interests: unreasonable intrusion upon the seclusion of another, appropriation of one’s name or likeness, publicity which places one in a false light and unreasonable publicity given to one’s private life. The South African Constitutional Court recently defined privacy as the “right of a person to live his or her life as he or she pleases”. The Canadian Supreme Court has defined it as “the narrow sphere of personal autonomy within which inherently private choices are made”. The European Court of Human Rights has eschewed the definition, stating: “The Court does not consider it possible or necessary to attempt an exhaustive definition...
of the notion of ‘private life’.”¹²⁷ In the case of Ponzetti de Balbin, Indalia vs Editorial Atlántida S.A., the Argentine Supreme Court also relied on an extremely broad definition of privacy.¹²⁸

Furthermore, it is reasonably clear that the content of the right has a subjective element, inasmuch as one may, by treating something as public in nature, effectively render it so, or perhaps cede parts of one’s privacy. Thus, one’s sexual orientation is private, but one might change this by making it public repeatedly through advocacy. In this regard, it may be contrasted with other personal rights, such as to reputation or to freedom of expression, which have much clearer and more objective boundaries. It may thus be assimilated to “hard core pornography” of which Justice Stewart of the United States Supreme Court noted that it was difficult to define the concept, “But I know it when I see it”.¹²⁹ The problem of definition is exacerbated by the role of the notion of the public interest, also notoriously difficult to define, in defining the scope of privacy protection. The lack of a clear definition has contributed to difficulties in applying and enforcing the right to privacy.

The idea of data protection, which is of particular relevance to the concept of privacy and the Internet, is of far more recent vintage, essentially finding its genesis in the increasing collection of personal data about individuals by government. The advent of computers, and then of the Internet, greatly spurred on the development of the concept of data protection. The very first data protection law has been attributed to the Land (or state) of Hesse in Germany in 1970, and Sweden is credited with having adopted the first national law in 1973.

The core concept behind data protection is that individuals have a right to control the collection and use of data through which they may be identified (personal data). Like privacy, data protection is subject to certain constraints, of which an obvious one is police investigations into crime. Data protection may be contrasted with privacy inasmuch as the core notions underpinning it are fairly clear and garner wide consensus, albeit with some important variations.

An important issue for Internet privacy in general is the precise relationship between privacy and data protection or, to put it differently, the extent to which data protection principles find protection as part of the established human right to privacy. It is clear that the two issues are different and that data protection is not entirely subsumed into the concept of privacy.¹³⁰ However, important data protection principles can be derived directly from the human right to privacy, and this finds support in international jurisprudence. This is less clear of other principles, and certainly of the systems that are used to give concrete protection to data protection.

¹³⁰ In recognition of this, the Charter of Fundamental Rights of the European Union includes protection for both privacy and data protection (see note 208). The European Commission’s new proposals for a data protection regulation also reflect this idea, stating: “Data protection is closely linked to respect for private and family life”. Note 217, p. 7.
3.1 International protection for privacy and personal data

3.1.1 Privacy

3.1.1.1 Global standards

Privacy finds direct and explicit protection under international human rights law. Article 12 of the UDHR states:

No one shall be subjected to arbitrary interference with his privacy, family, home or correspondence, nor to attacks upon his honour and reputation. Everyone has the right to the protection of the law against such interference or attacks.

The right was given formal legal protection in Article 17 of the ICCPR, which states:

(1) No one shall be subjected to arbitrary or unlawful interference with his privacy, family, home or correspondence, nor to unlawful attacks on his honour and reputation.

(2) Everyone has the right to the protection of the law against such interference or attacks.

These two definitions are similar, albeit with some important differences. The UDHR only protects against arbitrary, but not unlawful, interferences with privacy. In practice this is likely to be of limited importance, since an unlawful interference will always qualify as arbitrary. As far as honour and reputation go, the ICCPR only protects against unlawful attacks, while the UDHR protects against all such attacks. This may be more significant in nature, although this remains untested in the jurisprudence.

The UN Human Rights Committee has made it clear in a General Comment on Article 17 that the right to privacy encompasses the right to protection “against all such interferences and attacks whether they emanate from State authorities or from natural or legal persons.”\(^\text{131}\) The Committee’s General Comment provides little guidance, however, as to what either ‘arbitrary’ or ‘privacy’ mean. Regarding the former, the Committee stated that an interference that was provided by law could still be arbitrary, and that all such interferences would need to be “in accordance with the provisions, aims and objectives of the Covenant and should be, in any event, reasonable in the particular circumstances.”\(^\text{132}\) This ultimately provides very little guidance as to what may be considered to be ‘arbitrary’, although it would at least rule out interferences with privacy that were established by laws which ran against the aims of the Covenant or which were not reasonable.

The General Comment also includes fairly expansive, if general, statements on data protection, stating that the gathering and holding of personal information, whether by public or private bodies, must be regulated, that individuals have a right to ascertain what information about them is held, and for what purposes, and by whom.\(^\text{133}\)

The jurisprudence of the Committee in this area has also been sparse. In the case of Hulst v. the Netherlands, the Committee had to assess whether or not interception of the telephone calls by the author, who was a lawyer, which were used to convict him of

\(^{131}\) General Comment No. 16: The right to respect of privacy, family, home and correspondence, and protection of honour and reputation (Art. 17), adopted 4 August 1988, para. 1.

\(^{132}\) Ibid., para. 4.

\(^{133}\) Ibid., para. 10.
a crime, represented an unwarranted invasion of his privacy. In deciding that there had been no interference, the Committee quoted the standards noted above in its General Comment, and held that the interference was authorised by law and was reasonable.134

3.1.1.2 African and Inter-American System

There is no explicit protection for privacy in the African Charter on Human and Peoples’ Rights.135 Protections for privacy are also found in the American Convention on Human Rights (ACHR),136 at Article 11, and the European Convention on Human Rights (ECHR),137 at Article 8.

The relevant provisions of the ACHR state:

(2) No one may be the object of arbitrary or abusive interference with his private life, his family, his home, or his correspondence, or of unlawful attacks on his honor or reputation.

(3) Everyone has the right to the protection of the law against such interference or attacks.

These provisions are very similar to those found under the UDHR and ICCPR. There has been little direct jurisprudence on this issue before the Inter-American Court of Human Rights. An important recent case on privacy, decided in November 2011, is Fontevecchia & D’Amico v. Argentina.138 In that case, the Inter-American Court held that the publication of certain private information about Menem, the former President of Argentina, was not an invasion of his privacy. It gave as reasons that the information was already well known, it had not even been treated confidentially by Menem and there was considerable public interest in the information.

The Inter-American Court has dealt with privacy on a number of other occasions as well. In the case of Tristán Donoso v. Panama, the Court found a breach of the right to privacy when State officials disseminated a recording of a private telephone conversation, which had apparently been made by a private party, to church officials and members of the bar association.139 In the case of Escher et al. v. Brazil, the Court came to a number of important conclusions regarding privacy in the context of telephone surveillance. First, it held that while the burden proof of the facts of a human rights violation normally lay with the complainant, it was legitimate to draw reasonable conclusions where it was impossible for the complainant to prove these facts conclusively, due to secrecy on the part of the State.140

Given the intrusive nature of telephone interception, the Court held:

[This measure must be based on a law that must be precise and indicate the corresponding clear and detailed rules, such as the circumstances in which this measure can be adopted, the persons authorised to request it, to order it and to carry it out, and the procedure to be followed.]

In this case, the rules had not been followed properly, and so the invasion of privacy did not meet the requirement of legality, as stipulated in the ACHR. The dissemination of some of the private material by State agents represented a further breach of the right to privacy.

In terms of data protection, the Inter-American Commission has made it clear that it believes that a right of habeas data exists under the ACHR, which gives individuals the right to know what information the State and private actors have collected on them, to access that data and to modify, correct or remove it, as appropriate. The Inter-American Court has never directly addressed the issue of habeas data.

3.1.1.3 ECHR: an overview

Article 8 of the ECHR formulates the right in rather different terms that the ICCPR or ACHR, as follows:

(1) Everyone has the right to respect for his private and family life, his home and his correspondence.

(2) There shall be no interference by a public authority with the exercise of this right except such as is in accordance with the law and is necessary in a democratic society in the interests of national security, public safety or the economic well-being of the country, for the prevention of disorder or crime, for the protection of health or morals, or for the protection of the rights and freedoms of others.

The characterisation of the right here is more positive; a right to respect for one’s privacy rather than to be protected against interferences. Another difference is that the protection is restricted to interference by public authorities, although the European Court of Human Rights has not interpreted the provision in such a limited fashion (see below). Finally, the standards for restrictions are set out in a much clearer form. Instead of vague terms such as ‘arbitrary’, ‘unlawful’ and ‘abusive’, we have a clear three-part test: a) in accordance with the law; b) necessary in a democratic society; and c) to protect one of the listed interests (national security, public order and so on).

In terms of the scope of the notion of privacy, the European Court has identified a number of specific types of State actions that may breach the right, such as interception of private
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communications or telephone tapping, regardless of the content of the communication,\textsuperscript{145} allocation of rights over children,\textsuperscript{146} interference with sexual life,\textsuperscript{147} compulsory medical treatment\textsuperscript{148} and access to certain types of State-held information.\textsuperscript{149} The Court has refrained from proposing a generic definition of privacy, holding instead, as noted above, that this is not possible.\textsuperscript{150}

The Court has, however, indicated a number of features of the right. In the case of \textit{Von Hannover v. Germany}, for example, the Court held that privacy covers “aspects relating to personal identity, such as a person’s name, or a person’s picture” and “a person’s physical and psychological integrity”. Furthermore, the right is intended to “ensure the development, without outside interference, of the personality of each individual in his relations with other human beings.”\textsuperscript{151} In \textit{Niemietz v. Germany}, it held that “it would be too restrictive to limit the notion to an ‘inner circle’ in which the individual may live his own personal life as he chooses and to exclude therefrom entirely the outside world”. Instead, “private life must also comprise to a certain degree the right to establish and develop relationships with other human beings.”\textsuperscript{152} Business and professional relations came within the scope of the concept, so that a search of a business premises did represent an interference with private life.\textsuperscript{153}

The Court has noted that “a person’s reasonable expectations as to privacy may be a significant, although not necessarily conclusive, factor.”\textsuperscript{154} Even information collected in public situations may, through the unexpected use to which it is put, raise private life issues. Thus: “Private-life considerations may arise, however, once any systematic or permanent record comes into existence of such material from the public domain.”\textsuperscript{155}

In practice, the Court has tended to recognise a fairly wide scope of the right, while also recognising the possibility of restrictions, along with a wide margin of appreciation to States, particularly in cases involving protection of children. For example, in the case of \textit{Keegan v. Ireland}, the Court stated that States “enjoy a wide margin of appreciation in the area of adoption.”\textsuperscript{156} The case involved a father seeking guardianship over his child, whom the mother, who was estranged from the father, had put up for adoption. In \textit{Von
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Hannover v. Germany (No. 2), which involved the publication of pictures alleged to be private, the Court stated: “Contracting States have a certain margin of appreciation in assessing whether and to what extent an interference with the freedom of expression protected by this provision is necessary”.157

3.1.1.4 ECHR: restrictions

The Court has developed a fairly clear methodology for applying the three-part test for restrictions in cases involving interferences with privacy. In a number of cases, especially regarding telephone tapping and other forms of surveillance, the Court has noted that due to the particularly invasive nature of these activities, they must “be based on a ‘law’ that is particularly precise … especially as the technology available for use is continually becoming more sophisticated.”158 In the case of Kruslin v. France, the Court held that this part of the test was not met because the conditions on telephone tapping were not sufficiently precise. In particular, there was no restriction on the categories of person who might have their telephones tapped, no obligation on judges to set a time limit on tapping, no procedures for drawing up reports on intercepted conversations or procedures for destruction of recordings, and no requirements that recordings be kept intact.159

In the case of Malone v. United Kingdom, the European Court examined the practice of ‘metering’ of phone calls (i.e. recording the numbers called and length of the calls). It distinguished this from actual interception of calls, but noted that while this was legitimate (presumably on the basis of consent) for purposes of billing and monitoring of proper use of the service, passing this information on to the police represented an interference with private life. There was no law that required the Post Office, which conducted the metering (a public body which had become British Telecommunications by the time of the case), to pass the records over to the police, but in practice they did so in cases where this information was “essential to police enquiries in relation to serious crime” and could not be obtained from other sources”. This practice did not meet the standard of being “in accordance with the law” for purposes of Article 8(2) of the ECHR.160 This is clearly relevant for other cases in which private actors – such as Internet service providers – engage with public bodies in areas which impact on privacy rights.

In terms of the second part of the test, in general, the Court has no problem recognising a legitimate aim which requires protection in privacy cases, often the rights of others or public order. Thus, in Leander v. Sweden, the Court held in one short paragraph that a law allowing police to keep secret information gathered on job applicants for certain positions was necessary in the interests of national security,161 while in Murray v. the United Kingdom the Court similarly devoted only one paragraph to recognising the prevention of crime as a legitimate aim.162

In assessing the necessity part of the test, the Court has stated: “[R]egard must be had to the fair balance that has to be struck between the competing interests of the

157 Note 153, para. 104.
158 See, for example, Kruslin v. France, 24 April 1990, Application No. 11801/81, para. 33. See also Rotaru v. Romania, note 155, para. 62. This latter case involves the collection of personal data.
159 Ibid., Kruslin v. France, para. 35.
161 26 March 1987, Application No. 9248/81, para. 49.
individual and of the community as a whole".\textsuperscript{163} Furthermore, “the notion of necessity implies that the interference corresponds to a pressing social need and, in particular, that it is proportionate to the legitimate aim pursued” and that the “reasons adduced to justify the interferences at issue are ‘relevant and sufficient’”.\textsuperscript{164} As with national courts, the European Court has relied upon the idea of the overall public interest when assessing restrictions on privacy, especially when competing human rights come into play, as is clear from the box below on the Von Hannover case.

3.1.1.5 ECHR: private actors

The European Court has addressed the question of interference with privacy by private interests on a number of occasions. It has stressed that “the object of [Article 8] is ‘essentially’ that of protecting the individual against arbitrary interference by the public authorities”.\textsuperscript{165} The Court has recognised that privacy interests may impose positive obligations on States to take action to safeguard privacy. Sometimes, the Court uses positive obligations in cases in which “it is not that the State has acted but that it has failed to act” to protect privacy.\textsuperscript{166} Some of these cases deal with the relationship between individuals and the State, or the ‘vertical’ application of rights. \textit{Gaskin v. United Kingdom} is an example of this. In that case, the Court held that a public authority was obliged to release certain personal information relating to the applicant to protect a privacy interest.\textsuperscript{167}

At the same time, the Court has in some cases referred to States’ positive obligation to regulate relations between non-State actors, the ‘horizontal’ application of rights. In such cases, it is not the relationship between the State and an individual – either because of an action the State has taken or the failure of a State to act – that is in issue. Rather, the claim is that the effective protection of private life requires the State to regulate relations between non-State actors, for example by providing a legal remedy against privacy invasions.

In some of these cases, there has been an element of State involvement in the privacy breach. For example, in \textit{López Ostra v. Spain}, the Court held that the failure of the authorities to take action to prevent the detrimental effects of severe environmental pollution arising from a waste-treatment plant breached Article 8. However, the Court specifically noted that the legality of the plant under Spanish law was in question and focused on the fact that the authorities had not only failed to protect Mrs. López Ostra but had also contributed to prolonging the situation.\textsuperscript{168} In \textit{X and Y v. the Netherlands},\textsuperscript{169} the Court held that a civil remedy was insufficient to protect individuals against sexual assault and that a criminal remedy should be available. The Netherlands did normally provide a criminal law remedy for sexual assault; it was not applicable in this case because of certain procedural issues relating to the fact that the victim was mentally handicapped.

\textsuperscript{163} \textit{Keegan v. Ireland}, note 156, para. 49.
\textsuperscript{165} \textit{See Marckx v. Belgium}, 13 June 1979, Application No. 6833/74, para. 31.
\textsuperscript{166} \textit{Airey v. Ireland}, 9 October 1979, Application No. 6289/73, para. 37.
\textsuperscript{167} \textit{Gaskin v. United Kingdom}, 7 July 1989, Application No. 10454/83, paras. 41 and 49.
\textsuperscript{168} 9 December 1994, Application No. 16798/90, paras. 54-6.
\textsuperscript{169} 26 March 1985, Application No. 8978/80.
In other cases, however, the Court has held that States were in breach of the right to privacy purely due to actions between private parties (see box).

### (XII) Cases of Von Hannover v. Germany

Two decisions, in 2004 and in 2012, by the European Court of Human Rights, Von Hannover v. Germany and Von Hannover v. Germany (No. 2), set out clear rules regarding privacy. That first case involved a number of photos of Princess Caroline of Monaco, including her riding on horseback, on a skiing holiday and tripping over something on a private beach. The photos were published in private magazines in Germany and the case was, therefore, about the horizontal application of rights. The German courts, for the most part, upheld the publication of the pictures (with the exception of certain pictures taken in places where the princess had a reasonable expectation of privacy and some pictures involving her children).

The situation was largely the same in the second case, with the exception that the photos in question focused mostly on the issue of the illness of the reigning Prince of Monaco, Prince Rainier, and the way his family were looking after him during his illness.

In the first case, the European Court stated:

> In the cases in which the Court has had to balance the protection of private life against the freedom of expression it has always stressed the contribution made by photos or articles in the press to a debate of general interest.\(^{170}\)

The Court also stipulated:

> The Court considers that a fundamental distinction needs to be made between reporting facts – even controversial ones – capable of contributing to a debate in a democratic society relating to politicians in the exercise of their functions, for example, and reporting details of the private life of an individual who, moreover, as in this case, does not exercise official functions.\(^{171}\)

The domestic courts had held that Princess Caroline was a figure of contemporary society “par excellence” and therefore had no right to privacy unless she was in a secluded place out of the public eye. The European Court held that this standard might be appropriate for politicians exercising official functions, but was not applicable in the present case. As the Court noted in relation to the applicant, “the interest of the general public and the press is based solely on her membership of a reigning family whereas she herself does not exercise any official functions.”\(^{172}\)

- In the second case, the Court set out a number of principles to be taken into account in balancing freedom of expression and the protection of privacy, including:
  - the extent to which the publication contributed to a matter of public interest (para. 109);

\(^{170}\) Note 151, para. 60.
\(^{171}\) Ibid., para. 63.
\(^{172}\) Ibid., para. 72.
• the degree of fame of the person involved and the subject of the report (para. 110);
• the prior conduct of the persons involved (para. 111);
• the content, form and consequences of the publication (para. 112); and
• the circumstances in which the photos were taken (para. 113).

In general, the Court appeared to be prepared to allow wide latitude, even to photos, which made some contribution to debate on a matter of public interest. The complete lack of such contribution in the first case – perhaps best exemplified by the photo of Princess Caroline tripping on the beach – mandated the particular conclusion reached, while in the second case, the Court held that “articles about the illness affecting Prince Rainier III, the reigning sovereign of the Principality of Monaco at the time, and the conduct of the members of his family during that illness” did bear on a matter of public concern.¹⁷³

3.1.1.6 ECHR: data protection

The Court has never recognised a general right to data protection under Article 8 of the ECHR, at least in the sense in which that term is generally used. However, in a series of cases, it has recognised various aspects of the rights generally associated with data protection.

First, in a number of decisions the Court has held that the collection of private information engages concern for private life. For example, in the case of Murray v. the United Kingdom, the government did not contest, and the Court accepted, that collection of personal information (including a photograph) upon arrest represented an interference with private life, although it was justified as a restriction on that right in the circumstances of that case.¹⁷⁴

In the case of Leander v. Sweden, the Court held that both the storing and the release of information relating to private life represented an interference with privacy.¹⁷⁵ In that case, the Court discussed in some detail the procedural safeguards that were required to ensure that the collection of information – in this case about suitability for employment in a naval museum – met the requirement of necessity in a democratic society. The Court accepted that the collection of this sort of information could be necessary to protect national security. However, the Court stated that there must be “adequate and effective guarantees against abuse”.¹⁷⁶ It noted that the relevant law contained provisions to limit the use of the information to a minimum, especially outside of matters of control of personnel, where it might be used only for purposes of prosecution and obtaining citizenship. The Court placed particular emphasis on the role of external players in exercising oversight over the system, including parliamentarians, the Chancellor of Justice, the Parliamentary Ombudsman and the Parliamentary Committee on Justice.

¹⁷³ Note 153, para. 117.
¹⁷⁴ Note 162, para. 86.
¹⁷⁵ Note 161. See also Rotaru v. Romania, note 158.
¹⁷⁶ Ibid., para. 60.
Second, the Court has held that dissemination of private information by public bodies engages privacy concerns. In Z. v. Finland, the issue was the disclosure of certain information about the applicant, including the fact of being HIV positive, through the judicial process. The Court had no problem deciding that this was an interference with the applicant’s right to private life. Indeed, the Court held that protection of this personal data, and especially medical records, was “of fundamental importance to a person’s enjoyment of his or her right to respect for private and family life”.\(^\text{177}\) Given the particularly sensitive nature of the medical information in question, “any State measures compelling communication or disclosure of such information without the consent of the patient call for the most careful scrutiny on the part of the Court, as do the safeguards designed to secure an effective protection”.\(^\text{178}\) In upholding the disclosure of certain evidence on a limited basis, the Court focused on the fact that the applicant had been given adequate opportunities to object to the disclosures and the importance of the information as evidence in a serious criminal case.\(^\text{179}\) The Court did, however, indicate that public disclosure of the information after ten years, as well as its disclosure in the judgment of the Court of Appeal, when other options were available (such as omitting to mention her name), were breaches of the right to private life.\(^\text{180}\)

Even internal disclosures (i.e. disclosures within the public sector) raise privacy issues. M.S. v. Sweden involved the disclosure of certain medical information by a public medical clinic to the Social Insurance Office, in the context of a claim to the Office for benefits relating to the applicant’s medical condition. There was no question that the matter engaged private life issues. The Court rejected the government’s claim that by submitting the claim, the applicant had consented to the disclosure, in part because the scope of the disclosure of information was not determined by her.\(^\text{181}\) In holding that the interference was justified, the Court noted the necessity for the Office to access the information to be able to assess the insurance claim and strong protections for confidentiality, such as robust sanctions for disclosures outside of the strict framework of the law.\(^\text{182}\)

Third, in a number of cases – including Leander v. Sweden,\(^\text{183}\) Gaskin v. United Kingdom,\(^\text{184}\) Guerra and Ors. v. Italy,\(^\text{185}\) McGinley and Egan v. United Kingdom,\(^\text{186}\) Odièvre v. France\(^\text{187}\) and Roche v. United Kingdom\(^\text{188}\) – the Court has upheld a right of individuals to access information held by public authorities which relates to them. In each of these cases, the Court found that to deny access to the information in question was an interference with the right to private and/or family life, albeit allowing in some cases that refusing access might be a legitimate restriction on these rights.

\(^{177}\) 25 February 1997, Application No. 22009/93, para. 94.
\(^{178}\) Ibid., para. 96.
\(^{179}\) Ibid., paras. 101-109.
\(^{180}\) Ibid., paras. 111-113. See also Rotaru v. Romania, note 158.
\(^{181}\) 22 August 1997, Application No. 20837/92, para. 35.
\(^{182}\) Ibid., paras. 42-43.
\(^{183}\) Note 175.
\(^{184}\) 7 July 1989, Application No. 10454/83, 12 EHRR 36.
\(^{185}\) 19 February 1998, Application No. 14967/89.
\(^{186}\) 9 June 1998, Application Nos. 21825/93 and 23414/94.
\(^{188}\) 19 October 2005, Application No. 32555/96.
In the first case on access to private information before the European Court, *Leander*, the applicant was dismissed from a job with the Swedish government on national security grounds, but was refused access to information about his private life, held in a secret police register, which had provided the basis for his dismissal. The Court held that the storage and use of the information, coupled with a refusal to allow the applicant an opportunity to refute it, was an interference with his right to respect for private life. The interference was, however, justified as necessary to protect Sweden’s national security.\(^{189}\) It is interesting to note that it ultimately transpired that Leander was in fact fired for his political beliefs, and he was offered an apology and compensation by the Swedish government.

In *Gaskin*, the applicant, who as a child had been under the care of local authorities in the United Kingdom of Great Britain and Northern Ireland, had applied for but was refused access to case records about him held by the State. The Court held that the applicant had a right to receive information necessary to know and understand his childhood and early development, although that had to be balanced against the confidentiality interests of the third parties who had contributed the information. Significantly, this placed a positive obligation on the government to establish an independent authority to decide whether access should be granted if a third party contributor was not available or withheld consent for the disclosure. Since the government had not done so, the applicant’s rights had been breached.\(^{190}\)

In *Guerra*, the applicants, who lived near a “high risk” chemical factory, complained that the local authorities in Italy had failed to provide them with information about the risks of pollution and how to proceed in event of a major accident. The Court held that severe environmental problems may affect individuals’ well-being and prevent them from enjoying their homes, thereby interfering with their right to private and family life. As a result, the Italian authorities had a positive obligation to provide the applicants with the information necessary to assess the risks of living in a town near a high risk chemical factory. The failure to provide the applicants with that essential information was a breach of their Article 8 rights.\(^{191}\) The decision was particularly significant as it appears that the State did not hold the information requested, so that it would actually need to go out and collect it.

In *McGinley and Egan*, the applicants had been exposed to radiation during nuclear testing in the Christmas Islands, and claimed a right of access to records regarding the potential health risks of this exposure. The Court held that the applicants did have a right to access the information in question under Articles 6 and 8 of the ECHR, regarding, respectively, the right to a fair hearing and respect for private and family life. However, the government had complied with its positive obligations through the establishment of a process by which access to the information could be obtained, which the applicants had failed to make use of.\(^{192}\)

\(^{189}\) *Leander*, note 183, paras. 48, 67.
\(^{190}\) *Gaskin*, note 184, para. 49.
\(^{191}\) *Guerra*, note 185, para. 60.
\(^{192}\) *McGinley and Egan*, note 186, paras. 102-103.
In Odièvre, the issue was access to information about the natural mother of the applicant. The Court accepted that this was an interference with the right to private life, as guaranteed by Article 8, but held that the refusal by the French authorities to provide the information represented an appropriate balance between the interests of the applicant and the interests of her mother, who had expressly sought to keep her identity secret.193

In Roche, which like McGinley and Egan involved claims of medical problems resulting from military testing, the Court held that there had been a breach of the right to privacy since the government did not have reasonable grounds for refusing to disclose the information. Significantly, the Court held that the various disclosures that were made in response to requests by the applicant did not constitute the “kind of structured disclosure process envisaged by Article 8”.194

Fourth, in at least some cases, notably Rotaru v. Romania, the Court has referred to the right to refute information which was apparently false.195 The case involved information held by the security services, and which was apparently false, and to which the applicant had been denied access or an opportunity to correct.

It is clear from these decisions that the collection and dissemination of private information, including within the public sector, will almost always raise issues of relevance to private life. Furthermore, in assessing whether or not such collection and dissemination is necessary in a democratic society, the Court will assess the use to which the information is put. The Court has also made some reference to the right to refute (and perhaps by implication correct) information where the subject of that information believes it is incorrect. The Court has at least recognised the importance of independent oversight bodies, and may even require them to be available to decide data protection issues.

However, when it comes to access to information, even personal information which relates to the applicant, the Court has proceeded cautiously. The Court has refused to recognise a general right to access one’s personal information, instead limiting its decisions to the case at hand. In each case, it first undertook an assessment of whether or not access to the information was needed to protect the applicant’s right to privacy and/or family life. In other words, access was granted where needed to protect another privacy interest, but access itself has not been recognised itself as a privacy interest. Furthermore, in each of these cases, the information was held by a public body. It is far from clear that the Court would apply the same reasoning, via a positive obligation on the State, to require private bodies to release information.

There have been a few cases at the European Court of Human Rights based directly on privacy and the Internet. These suggest that the complex and rather different nature of the Internet may throw up some challenging privacy issues. Thus, in the case of K.U. v. Finland, the issue was whether an ISP should be forced to reveal the identity of someone who had used its services to post an advertisement purporting to be someone else, namely a 12-year-old boy, “linking” to the boy’s picture and claiming he was looking for

193 Odièvre, note 187, paras. 44-49.
194 Roche, note 188, para. 166.
195 Note 158, para. 46.
an “intimate relationship with a boy of his age or older “to show him the way”.

The ISP refused and this was upheld by the domestic courts since, under Finnish law, the police could only force disclosure of such information in certain types of cases, not including this case, which was one of malicious misrepresentation.

In deciding the case, the European Court reviewed a wide range of international authorities from the Council of Europe, the United Nations and the European Union. It easily held that the case involved private life, “a concept which covers the physical and moral integrity of the person.”

The Court noted that States have a positive obligation under Article 8 to criminalise offenses against the person, particularly when these involve children and other vulnerable individuals, but that such offenses had limited deterrent effect if the offender could not be identified. The availability of a claim for damages against the ISP was also not sufficient, since only a direct remedy against the actual offender would create the necessary deterrent effect.

The Court noted the need for adequate protections for the presumption of innocence and the fact that “freedom of expression and confidentiality of communications are primary considerations and users of telecommunications and Internet services must have a guarantee that their own privacy and freedom of expression will be respected.” However, by simply ruling out disclosure of the information, the State had not put in place “the framework for reconciling the various claims which compete for protection in this context”, and was thus in breach of its Article 8 obligations. The Court thus recognised the complex balancing of rights that would be needed to decide this case, but did not actually undertake that balancing exercise itself.

3.1.2 Data protection

3.1.2.1 Global standards

Regimes on data protection are directly relevant to the protection of privacy on the Internet, given that they were specifically designed to address data collection and privacy issues of the sort that modern technologies have enabled. At a very general level, these regimes place conditions on the collection, use and storage of personal data (rules governing data controllers), give certain rights to the individuals to whom the data relates (data subjects), and provide for a system of oversight to ensure respect for the rules and to address breaches. A central aspect of almost all data protection systems is the identification of key principles governing these issues and, in particular, the collection, use and storage of personal data.

Within the United Nations, General Assembly Resolution 45/95, Guidelines for the regulation of computerised personal data files, sets out ten key principles on data protection. These are relevant primarily to national legislation but are also binding on inter-governmental organisations, with appropriate modifications. They apply to publicly and privately held computerised files containing data on individuals, and may be extended to cover manual files and/or data on legal persons.

196 2 December 2008, Application No. 2872/02, para. 7.
197 Ibid., para. 41.
198 Ibid., paras. 46-50.
The Guidelines include a number of principles governing the collection and use of personal data that are found in many data protection regimes. The key principles may be summarised as follows:

Lawfulness and Fairness: collection of data should be fair and lawful and not contrary to the purposes and principles of the Charter of the United Nations.

Accuracy: data controllers are responsible for checking data regularly to ensure its accuracy and relevance, and that it is as complete as possible for the purpose it was collected, to avoid errors of omission.

Purpose-Specification: the purpose for which data is collected should be legitimate and brought to the attention of the data subjects, the data should not be used for other, incompatible, purposes, and the data should only be kept for as long as necessary to serve this purpose.

Interested-Person Access: data subjects have the right to know when their data is being collected or processed, to access that data in an intelligible form, without undue delay or expense and to make appropriate rectifications or deletions.

Non-Discrimination: any exceptions to these principles may not be discriminatory in nature.

Security: appropriate measures should be taken to protect data against both natural and human risks, including unauthorised access, misuse or physical contamination.

The Guidelines recognise that there may be a need for exceptions from the first five principles, but only as necessary to protect national security, public order, health and morals, or the rights and freedoms of others. They call for the designation of an independent supervisory authority with responsibility for ensuring respect for the principles, along with systems of sanctions for breach of the rules. They also call for limits on circulation of information to countries which do not offer comparable safeguards.

(XIV) Regional standards on data protection

There are numerous regional standards on data protection. The main systems that currently exist are as follows:

- Economic Community for West African States (ECOWAS): the Supplementary Act A/SA.1/01/10 on Personal Data Protection within ECOWAS.201
- Organisation of American States (OAS): General Assembly Resolution 2661 on Access to Public Information and Protection of Personal Data.202

201 Adopted on 16 February 2010.
202 Adopted on 7 July 2004, AG/RES. 2661 (XLI-O/11).
• Council of Europe (COE): the 1981 *Convention for the Protection of Individuals with Regard to the Automatic Processing of Personal Data*,\(^\text{203}\) as amended by the 2001 Additional Protocol to the Convention for the Protection of Individuals with Regard to the Automatic Processing of Personal Data, Regarding Supervisory Authorities and Transborder Data Flows.\(^\text{204}\)

• European Union: Directive 95/46/EC of the European Parliament and of the Council on the protection of individuals with regard to the processing of personal data and on the free movement of such data.\(^\text{205}\)

### 3.1.2.2 APEC standards

The 21 members of Asia-Pacific Economic Cooperation (APEC) bring together countries such as Canada, Chile, Peru and the United States of America on one side of the Pacific, with a number of Asian economies, including major economies such as China, Japan and the Russian Federation, as well as Indonesia, Viet Nam and Thailand, and countries such as Australia and New Zealand.

The main APEC rules on privacy are set out in the APEC Privacy Framework.\(^\text{206}\) The preamble to the Framework grounds the motivation for its adoption clearly in the need to maintain consumer trust so as to foster the economic benefits from electronic commerce. It notes that the Framework is consistent with the OECD Guidelines, while balancing the need for information privacy with business needs. It also recognises the need to allow individual countries flexibility in relation to implementation.

The core principles are roughly similar in nature to the UN Guidelines, as well as European and OECD standards. A certain degree of flexibility is built into the Framework, which may be contrasted with the more detailed European standards, where exceptions are spelt out in more detail. This is also reflected in the provisions on implementation, which grant wide discretion to Member Economies to decide on the best approach.

The Principles define ‘personal information’ broadly as all information about an identified or identifiable individual and a ‘personal information controller’ similarly broadly as a person who exercises control over the collection or use of personal information (paragraphs 9-10). As noted, the Framework specifically incorporates a degree of flexibility in being applied based on social, economic and cultural differences, as well as the need to protect national security, public safety and public policy (paragraphs 12-13).

The first substantive principle is ‘Preventing Harm’, which calls for measures to prevent misuse of personal information which are proportionate to the likelihood and severity of the risk of harm (paragraph 14). Controllers are required to provide notice, where

---


possible in advance or at the time of collection, to individuals about the fact of collection of personal information, the purposes for which it is being collected, the types of persons to whom it may be disclosed and how to contact the controller (paragraphs 15-17). Only information relevant to the stated purpose should be collected, and this should be done by lawful and fair means (paragraph 18).

Information should only be used for the purposes for which it was collected, or for compatible purposes, except with consent or where necessary to provide a service requested by the individual (paragraph 19). Individuals should also be provided with choice regarding the collection, use and disclosure of their information (paragraph 20). Information should be accurate and kept up-to-date, and stored in a manner that minimises the risk of unauthorised access, modification and so on (paragraphs 21-22).

In line with core data protection principles, individuals should have the right to access and to correct information about themselves, subject to cost and various other constraints (paragraphs 23-25). Finally, controllers should be held accountable for complying with these principles, including by ensuring that those to whom information is transferred undertake to respect the principles (paragraph 26).

### 3.1.2.3 European standards

Significant differences exist between the different regional data protection regimes, although the system of the European Union is very similar to that of the Council of Europe, as amended. We provide a more detailed outline here of the European Union system, as an example of a strong data protection approach and also of a system that has had a lot of global influence.

The system put in place by the European Union is widely recognised both as being very progressive, in the sense of providing strong protection for data protection, and as playing a leadership role in this area, in the sense of exerting influence over data protection laws in other countries. The rules are formally binding on the 27 members of the European Union, but their influence is far wider than that. In a recent study, Greenleaf compares the European systems with those of the OECD and APEC, and identifies ten key differences between them, all reflecting higher standards in the European systems. Analysing all 29 data protection laws outside of Europe, he concludes that 13 incorporate at least nine of these ten characteristics, 19 have at least seven and fully 23 have at least five, or one-half, of them.\textsuperscript{207} This extremely strong correlation suggests that the European systems have been quite dominant globally.

The European Union adopted a *Charter of Fundamental Rights of the European Union* in December 2000,\textsuperscript{208} which contains strong protections for both privacy in general (Article 7) and data protection in particular (Article 8). The latter require data processing to be fair, for a specific purpose and based on consent. Subjects have a right to access and rectify their data, and oversight shall be by an independent body. Although this was adopted after the main provisions of the data protection framework were adopted, the latter must be seen in light of these overriding guarantees.

\textsuperscript{207} See, for example, Greenleaf, G. The Influence of European Data Privacy Standards Outside Europe: Implications for Globalisation of Convention 108, University of New South Wales Faculty of Law Research Series, Paper 42, 2011.

\textsuperscript{208} 2000/C 364/01.
The basic approach of Directive 95/46 is to apply the rules extremely broadly and then apply limitations or exceptions. The definitions in Article 2 thus define personal data as any data relating to an identified or identifiable natural person, processing as any operation on personal data (including collection, storage and so on), the controller as any natural or legal person who determines the purposes and means of processing of data.

Pursuant to these definitions, any individual who stores telephone numbers on a mobile phone or computer is a controller. However, Article 3 provides that the directive does not apply to data processing for purposes outside of the scope of Community law (which include security and activities relating to the criminal law) or to processing by a natural person for "purely personal or household" activities. It also limits the scope of the Directive to processing wholly or partly by automated means (i.e. mostly electronically), or to data which are part of a filing system, thereby excluding data stored in an ad hoc or informal manner.

The data protection principles are set out in Article 6 (see box). These are essentially the same as the first three principles listed above from UN General Assembly Resolution 45/95. Most of the principles are reasonably clear. As a rule of thumb, the rule on incompatible processing is not breached if the information is used in a “way in which those who supplied the information would expect it to be used and disclosed.”

(XV) EU Data Protection Directive Principles

EU Directive 95/46 sets out the basic data protection principles in Article 6. They require that personal data must be:

(a) processed fairly and lawfully;
(b) collected for specified, explicit and legitimate purposes and not further processed in a way incompatible with those purposes. Further processing of data for historical, statistical or scientific purposes shall not be considered as incompatible provided that Member States provide appropriate safeguards;
(c) adequate, relevant and not excessive in relation to the purposes for which they are collected and/or further processed;
(d) accurate and, where necessary, kept up to date; every reasonable step must be taken to ensure that data which are inaccurate or incomplete, having regard to the purposes for which they were collected or for which they are further processed, are erased or rectified;
(e) kept in a form which permits identification of data subjects for no longer than is necessary for the purposes for which the data were collected or for which they are further processed. Member States shall lay down appropriate safeguards for personal data stored for longer periods for historical, statistical or scientific use.

Article 7 of Directive 95/46 sets conditions on when data may be processed, which include with the subject’s consent, for purposes of entering into a contract with the subject, where necessary to comply with a legal obligation of the controller, where necessary to protect the “vital interests” of the subject (such as collection of blood after an accident), where necessary in the public interest or in the exercise of official authority, or where necessary to protect the controller's or a third party's legitimate interests, subject to a test of proportionality with the subject's interests. For the latter two grounds, the subject may object to the processing on “compelling legitimate grounds”, and a separate right of objection is provided for in relation to processing of data for direct marketing purposes (Article 14). It will immediately be clear that this list is both inherently wide and subject to broad and potentially varying interpretation.

Consent of the subject is a key part of the system and it must be unambiguous. However, specifically ticking off an agreement with terms and conditions, such as one often does for Internet-based services, meets this standard. This is the case even though in most cases subjects do not read, and perhaps would have difficulty understanding if they did read, those terms and conditions. This could be criticised for placing an undue burden on subjects, although at the same time the whole idea of control over one’s data almost inevitably leads to this.

Articles 10 to 12 of the Directive define certain rights of the data subject. Pursuant to Articles 10 and 11, he or she must be informed of the identity of the controller (or his or her representative), the purposes of the data processing and, as necessary to ensure fair processing, various other information, such as the recipients of the data and the right to access and rectify the data. The rigour of this is mitigated partly by the rule that the information does not need to be provided if the subject already has it and, as with consent, general terms and conditions may be used to ‘impart’ this information to the subject. Furthermore, where processing is done by an entity which did not collect the data, this information does not need to be provided in case of historical or scientific research, where this would be impossible or disproportionate, or where processing is required by law.

Pursuant to Article 12, subjects have the right to obtain from the controller, at reasonable intervals and without excessive delay or expense, the following:

- confirmation as to whether data is being processed, the purposes thereof, the categories of data and the recipients of the data;
- the data, in an intelligible form, along with their source; and
- the logic involved in any automatic processing, at least where this may lead to a decision affecting him or her.

Controllers are also required to rectify, erase or block data where the Directive has not been complied with, in particular because the data is incomplete or inaccurate, and notify relevant third parties of this. Articles 16 and 17 provide for data to be kept and processed in a secure manner.

Article 13 allows States to restrict the obligations of Articles 6, 10, 11, 12 and 21 (see below) where necessary to protect national or public security, to prevent criminal or professional breaches, for important economic reasons, for purposes of a monitoring or regulatory function, or to protect the subject or the rights or freedoms of others.
Another apparently onerous rule, once again mitigated by exceptions, is the obligation of controllers to notify the oversight body (before processing data) of the purpose, categories of data subjects, recipients and any proposed transfers to third countries. A register of all processing operations which have been notified in this way must be maintained by the oversight body and be open to the public.\textsuperscript{210} States may carve out broad exceptions to this, including for non-profit organisations, where controllers appoint data protection officials, for registers which are by law intended to provide information to the public, and for certain categories of processing which are unlikely to harm rights or freedoms. For processing that is covered by an exception, key information must be made available to anyone on request (Articles 18, 19 and 21).

\textbf{(XVI) Overview of the European Union data protection system}

The main elements of the system are:

- Broad definitions of personal data and processing of data
- Principles governing personal data: processed fairly, for specific identified purposes, adequate, relevant and not excessive for those purposes, accurate and up-to-date, and kept no longer than necessary
- Rights of the data subject: to be informed of the controller and purpose of processing, to obtain the data in an intelligible form, to require rectification or deletion of the data
- Obligation of controller to notify the oversight body and for this to be kept in a public register
- Remedies available to subjects
- Transfers of data only where adequate protection is ensured
- Oversight by an independent body

Various remedies are available including the right of subjects to receive compensation from a controller where they have suffered damage due to unlawful processing of data (Article 23) and to a judicial remedy for breaches of their rights (Article 22). Sanctions shall also be established for those who breach the rules (Article 24).

A key part of the Directive is the limitations it establishes on transfers of data undergoing processing to third countries (i.e. outside of the European Union) (Article 25). This may be done only if the third country offers an “adequate level of protection” for the data. Once again, exceptions apply, and States may provide for transfers to non-adequate countries on grounds which are largely the same as those that apply to legitimate data processing in the first place, with the exception of the first one (i.e. the interests of the controller or a third party) (Article 26).

\textsuperscript{210} An example is the register of data controllers in the United Kingdom, available in a searchable format at: \url{http://www.ico.gov.uk/what_we_cover/register_of_data_controllers.aspx}. 
Whole countries may be certified by the Commission as providing adequate protection. This has been done for countries like Switzerland, Canada and Argentina.\textsuperscript{211} In the case of the United States of America, which does not generally qualify as ‘adequate’ because of its lack of central legislation governing data protection for private actors, the Department of Commerce has developed an International Safe Harbor Privacy Principles Certification Program.\textsuperscript{212} This is a voluntary programme, whereby companies can apply for certification where they comply with the seven Safe Harbor Principles. These are along the lines of European data protection rules, and include providing notice about the purposes of collecting data, the right of individuals to refuse onward transfer of the data to third parties or use for other purposes, requirements of security for data and so on.\textsuperscript{213} Once they receive certification, they are accepted as providing adequate personal data protection for purposes of the EU rules.\textsuperscript{214}

The Directive provides for two types of institutional structures. First, each party must establish an independent supervisory or oversight body with various powers, such as to investigate, to intervene, including by banning data processing, to engage in legal proceedings and to hear complaints (Article 28). Second, there is the so-called Article 29 Working Party, composed of representatives of the oversight bodies, whose role is primarily advisory in nature (Articles 29 and 30).

There is little question that the Directive plays a very important role in the protection of personal data. It is widely lauded for being technology neutral (i.e. it applies regardless of the technology used to process data), for imposing high standards which are based on flexible principles, and for harmonising rules across the European Union and to some extent more widely.

At the same time, it has been criticised for being out-of-date (understandable given the rapid pace of change in terms of processing personal data), excessively bureaucratic, rigid and prescriptive, insufficiently focused on risk as opposed to procedures, and even unrealistic (for example in relation to international transfers in the context of massive and increasing global data flows).\textsuperscript{215}

The need to renew the Directive is widely accepted and consultations are ongoing with a view to achieving this. The European Commission describes the objectives of this exercise as being to modernise the system to meet the challenges of globalisation and new technologies, to strengthen rights while reducing administrative formalities, to ensure a free flow of data, to improve the clarity and coherence of the rules, and to achieve consistent and effective implementation.\textsuperscript{216}

\begin{footnotesize}
\begin{itemize}
\item \textsuperscript{211} See http://ec.europa.eu/justice/policies/privacy/thridcountries/index_en.htm.
\item \textsuperscript{212} See http://export.gov/safeharbor.
\item \textsuperscript{213} A full list of the principles is available at: http://export.gov/safeharbor/eg_main_018475.asp.
\item \textsuperscript{214} The system was approved by the European Commission in Decision 2000/520/CE. See http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=CELEX:32000D0520:EN:HTML.
\item \textsuperscript{216} See http://ec.europa.eu/justice/policies/privacy/review/index_en.htm.
\end{itemize}
\end{footnotesize}
On 25 January 2012, the Commission released its ‘final’ proposals for what it proposes to transform into a regulation (i.e. instead of a directive) on data protection.217 The main importance of this is that the rules would have direct legal force in each Member State.218 The proposals include a number of provisions to tighten up the rules in the existing Directive, to clarify areas of uncertainty and certain definitions, and to “beef up” various systems, such as the information to be provided to data subjects, procedures for exercising subjects’ rights, remedies and oversight powers and cooperation.

The draft regulation also proposes a number of new rules. The information to be provided to subjects must be transparent, easily accessible and understandable. Another rule is the right of data portability, including the right to obtain a copy of one’s data in a commonly used format. Controllers are required to put in place internal policies and mechanisms to ensure compliance with their obligations, to notify subjects of data breaches and to carry out assessments prior to risky processing. Public bodies and large private bodies are required to appoint data protection officers. The proposals would also establish a new body, the European Data Protection Board, to replace the Article 29 Working Party, with expanded powers. The rules on establishing ‘adequacy’ for purposes of third country transfers are also clarified.

Some of the proposals are perhaps more controversial. For example, the new regulation proposes to apply to data processing operations based outside of the European Union, “where the processing activities are directed to such data subjects, or serve to monitor the behaviour of such data subjects”. It would establish a ‘right to forget’, including a right to require erasure of all data and an end to further processing.

3.1.2.4 Supplementary rules

Directive 95/46 is supplemented by two directives, Directive 2002/58 concerning the protection of privacy in electronic communications (e-Privacy Directive) and Directive 2006/24 on the retention of data (Data Retention Directive).219 The former provides for a number of special rules regarding privacy in the context of electronic communications, requiring confidentiality of communications and various other types of data (traffic data and location data), except for limited purposes – such as billing, marketing and added value services – and providing for user rights in relation to various communications-related issues – such as itemising billing, caller identification services, call forwarding, directories of subscribers and unsolicited communications. States may, by legislative measures, override the rules on confidentiality for purposes of national and public security and the investigation of crimes – all of which fall outside the competence of the European Union – including by providing for data retention.

The Data Retention Directive essentially rides roughshod over these rules by requiring the wholesale retention of a large number of categories of communications data – not including the content of communications – for between six months and two years, in derogation from the relevant provisions on non-retention in the e-Privacy Directive.

218 Directives, in contrast, only oblige Member States to bring their law into compliance with their provisions.
219 Note 205.
(XVI) Constitutional rulings on the EU Data Retention Directive

Courts in three countries – the Czech Republic, Germany and Romania – have struck down as unconstitutional on privacy grounds national rules seeking to implement the EU Data Retention Directive. In October 2009, the Romanian Constitutional Court ruled that the Directive breached Article 8 of the ECHR. Among other things, the Court noted the comprehensive nature of the requirement of retention of data, which applies to everyone, regardless of whether they have committed, or are even under suspicion of having committed, a crime. It noted that the scope was ambiguous and that the rules lacked sufficient safeguards against abuse. The decision is particularly important inasmuch as it purports to be based on Article 8 of the ECHR. If the European Court of Human Rights were to uphold this interpretation, it would mean that European Union countries would be caught in a legal catch-22.

In March 2010, the German Federal Constitutional Court followed suit, holding that the German implementing provisions violated the constitutional right to secrecy of telecommunications. It noted that the rules would create a sense among citizens of being watched, which would undermine their enjoyment of various fundamental rights. While limited retention of data to safeguard important security interests might be justifiable, the current rules were far too overbroad. The Court also made reference to the lack of safeguards and, in particular, the lack of proper oversight.

The Czech Constitutional Court similarly ruled, in March 2011, that given the intensity and breadth of the interference with privacy, the rules could not be justified as a necessary limitation on the right to privacy. It noted, in this regard, that retention of the sort required by the rules did not impact significantly on crime statistics, especially given new technological possibilities to avoid identification. As with the German Court, the Czech Court noted that the purposes that would justify retention were too broad and that insufficient safeguards were in place.

According to the European Commission: “Cases on data retention have also been brought before the constitutional courts of Bulgaria, which resulted in a revision of the transposing law of Cyprus, in which court orders issued under
the transposing law were held to be unconstitutional, and of Hungary, where a case concerning the omission in the transposing law of the legal purposes of data processing is pending.\textsuperscript{224, 225}

This Directive has been subject to massive criticism from both civil society and formal Commission organs. For example, the European Data Protection Supervisor has described the Directive as “the most privacy invasive instrument ever adopted by the EU”.\textsuperscript{226} European Digital Rights (EDRI) has stated: “Over the past five years, the Data Retention Directive has proved to be an unnecessary and unprecedented violation of the fundamental rights of 500 million Europeans.”\textsuperscript{227} Courts in three countries – Croatia, Germany and Romania – have struck down as unconstitutional implementing legislation for the Directive, and it is under constitutional attack in other countries as well (see box). EDRI has recommended, instead, “a system of expedited preservation and targeted collection of traffic data that assists in a specific investigation (‘data preservation’), as has been agreed internationally in the Council of Europe’s 2001 Convention on Cybercrime.”\textsuperscript{228}

The Report from the Commission to the Council and the European Parliament: Evaluation report on the Data Retention Directive (Directive 2006/24/EC), the Commission’s formal evaluation of the Directive, disagrees. It states: “[T]he evaluation has demonstrated that data retention is a valuable tool for criminal justice systems and for law enforcement in the EU” and: “[T]he EU should continue through common rules to ensure that high standards for the storage, retrieval and use of traffic and location data are consistently maintained.”\textsuperscript{229} As a result, it intends to propose revisions to, rather than the repeal of, the current data retention framework.

In 2009, a new Directive was adopted amending and extending certain provisions in the e-Privacy Directive.\textsuperscript{230} The 2009 Directive enhanced the rules on security and notice to users in case of security breaches, and enhanced the remedies and sanctions for breaches of the rules. But the most important change was hidden in a few words in Article 5(3), which meant that the activities of storing or accessing information on the terminal equipment of the user are permitted only where the user has given his or her consent. Previously, it was enough to provide users with clear and comprehensive

\begin{flushright}
\textsuperscript{224} Bulgarian Supreme Administrative Court, decision no. 13627, 11 December 2008; Supreme Court of Cyprus Appeal Case Nos. 65/2009, 78/2009, 82/2009 and 15/2010-22/2010, 1 February 2011; the Hungarian constitutional complaint was filed by the Hungarian Civil Liberties Union on 2 June 2008.
\textsuperscript{228} Ibid., p. 6.
\textsuperscript{229} Note 220, p. 1.
\end{flushright}
information about terminal storing and accessing, and to give them an opportunity to reject these activities.

The directive is informally being called the “cookie directive”, because of the enormous impact implementation of this rule will have on the way cookies work. It has caused a significant backlash from industry, who believe it will be difficult, costly and impractical to implement.\(^{231}\) The rule has also raised a lot of questions as to what, exactly, constitutes consent. For example, would setting an Internet browser to accept cookies, which is basically what has happened in the past, qualify? Presumably not, but requiring users to accept every attempt to place a cookie on their devices would also be impractical.

The Directive remains law and countries are moving ahead to implement it (the deadline was May 2011; see below on the French efforts). In the United Kingdom of Great Britain and Northern Ireland, a law has been adopted – indeed the United Kingdom was one of the first countries to adopt such a law – but the Information Commissioner’s Office, which is responsible for implementation, has indicated that it will give companies a year to bring themselves into compliance (i.e. that it will not prosecute breaches for a year).\(^{232}\) The real impact of the measure thus largely remains to be seen.

### 3.2 National protection for privacy

#### 3.2.1 China

There is limited protection for privacy in China, with no fully-fledged constitutional guarantee, no proper privacy law and no data protection law. In general, the Chinese authorities exercise a considerable degree of control over the Internet and individuals have very few privacy protections against them.\(^{233}\)

However, there is increasing pressure for change, particularly in relation to threats to privacy from private quarters. This has been driven in significant part by abuses of private data in the form of targeted marketing approaches following on from commercial transactions, such as purchasing a car or insurance or opening a bank account. These have often taken the highly intrusive form of targeted text messages or even follow-up calls.

The response has been a number of legal and regulatory proposals having been mooted or adopted in recent years. Amendments to the criminal and tort laws have established independent actions in favour of privacy, and there have been various proposals regarding data protection.

Unlike many constitutions, the Chinese Constitution does not include a general, freestanding right to privacy. Article 40 of the Constitution states:

\(^{231}\) See http://online.wsj.com/article/SB10001424052748704444304575628610624607130.html.


Freedom and privacy of correspondence of citizens of the People’s Republic of China are protected by law. No organisation or individual may, on any ground, infringe upon citizens’ freedom and privacy of correspondence, except in cases where, to meet the needs of State security or of criminal investigation, public security or procuratorial organs are permitted to censor correspondence in accordance with the procedures prescribed by law.234

This establishes a limited sectoral right to privacy in relation to correspondence. This is, however, subject to wide-ranging exceptions, which are only bounded by the constraint that they be established by law. Article 38 of the Constitution provides general protection for the personal dignity of citizens, providing that “[i]nsult, libel, false accusation or false incrimination” are prohibited. This has been interpreted by courts as providing a general basis for the right to privacy, as linked to the wider notion of reputation. Protection for reputation, found at Article 101 of the 1986 General Principles of the Civil Law,235 has been used as a basis for protection of privacy as well. However, this is done only where there has also been a primary breach of reputation, so that the scope of protection for privacy per se is rather limited.

The Seventh Amendment to the Criminal Law introduced certain criminal provisions on privacy. Employees of public bodies, or financial, telecommunication, transportation, education or medical organisations, are prohibited from selling or otherwise unlawfully disseminating personal information which they obtained in the course of their employment. Offenders shall be sentenced to a minimum of three years’ imprisonment, provided that the behaviour reaches a certain level of severity. Anyone who obtains such information by theft or other unlawful means shall be subject to the same punishment, again provided that the behaviour reaches a certain level of severity. Organisations committing these offences shall be subject to monetary penalties, and their directors and other responsible officers subject to the same punishment as individuals committing these offences.236

This is significant inasmuch as it represents the first independent action for breach of privacy in China. At the same time, in common with many national laws in China, it is drafted at a very general level, leaving key terms undefined. These include ‘personal information’, other illegal means of dissemination, and the level of severity which would engage responsibility. The first conviction under these provisions was reportedly entered on 3 January 2010, by a court in Zhuhai, for the purchase and subsequent sale of a log of telephone calls made by a senior government official.

Another significant development came with the adoption of the Tort Liability Law on 26 December 2009, which came into force on 1 July 2010. This established a separate tort relating to privacy, giving rise to a private right of action for damages. The party claiming breach of privacy may claim any profits which the plaintiff may have made, as well as damages for emotional harm. A website operator who becomes aware or is informed that another party’s privacy or other rights have been infringed as a result of content hosted on their website and fails to remove that content is jointly and severally liable

with the person who posted the content. Furthermore, if the offended party asks for the registration information of the posting party, the website operator must either provide that information or become directly liable for the content. These rules are problematical from a freedom of expression perspective because (amongst other things) they do not require any proof that the material does breach a privacy right before it may be removed. Finally, medical institutions may be sued for damages if they are responsible for unauthorised disclosures of patients’ medical records.  

This represents an important extension of the criminal protections adopted earlier. Of particular relevance is the fact that they vest a right of action in individuals to protect their own privacy rights.

There have been proposals to introduce a fully-fledged data protection law in China, although these have not yet come to fruition. In 2006-7, a Personal Information Protection Act, drafted by the Institute of Law at the Chinese Academy of Social Sciences, was being considered by the Informatics Committee of the State Council. However, that Committee no longer exists. Greenleaf describes the situation as follows:

In China data privacy laws have for the last five years been in what could be called the ‘warring states’ period, where the states in question are the many fiefdoms in the labyrinthine bureaucracies of the PRC.

(XVIII) Republic of Korea: real names rule

In July 2007, the Republic of Korea adopted the Real Name Verification Law. In its current version, it requires all websites with daily traffic of over 100,000 visitors to identify users who upload material or post comments by their real names, in practice usually through Resident Registration Numbers (RRNs). The law aims to address problems such as the growing number of libellous and fraudulent accusations made online, invasions of privacy and cyber-bullying.

Technically, the rules do not require companies to create databases of personal information, since they have the option of requiring users to provide the data each time they log on. Yet this is impractical, since most users will not be prepared to do this. Google has refused to comply, and has instead prevented users from uploading content to the Korean version of YouTube, on the basis that real name verification rules do not “fall in line with Google’s principles”.

---


The occurrence of massive data breach in July 2011, in which hackers allegedly stole the personal details of a reported 35 million Koreans from the company SK Communications (see box above) has led to renewed calls to repeal the law, which exacerbated the effects of the leak. In late December 2011, the country’s Internet regulator, the Korea Communications Commission, said that it would review the policy and the consensus seems to be that it is likely to revoke it.240

Another significant development was the issuance, in February 2011, of the draft Information Security Technology Guidelines for Personal Information Protection. The Guidelines were issued jointly by the Ministry of Industry and Information Technology (MIIT) Standardisation Administration of China (SAC) and the General Administration for Quality Supervision, Inspection, and Quarantine; these constitute a non-binding set of data protection rules.

The Guidelines, which apply to information processed on computers, define personal information broadly as any information which, alone or in combination with other information, may be used to identify an individual. The purpose of processing (including collecting) personal data must be clear and reasonable, and the subjects should be notified about the purpose and the entity processing the data, as well as their rights (which include how to access the data, to correct the data and to object to further processing) and how to complain. Only data which is relevant to the purpose may be collected. Data must be kept confidential and must only be used for the stated purpose, unless another purpose is provided for by law or clearly agreed to by the subject. Special rules apply to certain types of particularly sensitive data. Consent from a guardian is required before data from individuals under 16 years of age may be processed.

The Guidelines have strict rules on transfer of data. Transfer to third parties is allowed only with the consent of the subject, where provided for by law or where the oversight body authorises it. Unlike in most systems, no exceptions to this are provided for, making it a very strict, and perhaps even unworkable, scheme.

The rules on foreign transfers are even more rigid, as this is allowed only where authorised by law or approved by the oversight body (and not even when consent of the subject is provided). Given that there are currently no laws authorising such transfers (perhaps understandable since the matter has not come up before), and no exceptions to the need for specific authorisation (either by law or as authorised by the oversight body), this represents a very strict constraint on the cross-border flow of data.

As the Guidelines are not binding, they may to some extent be soft tested in practice, perhaps as a prelude to the adoption of legally enforceable standards. This is just as well, given that, in their current form, they are considered by some as being impractical.241

240 See http://www.hancinema.net/real-name-internet-law-on-way-out-36915.html
A number of provisions in Chinese laws and guidelines adopted since 2009 provide sectoral protection for personal data in the areas of money laundering, medical records, insurance, consumer protection and credit reporting. There has also been some legislative/regulatory activity at the local (provincial and municipal) level to protect privacy, for example in consumer laws and in relation to computer systems.

3.2.2 India

Until recently, South Asia was decidedly behind in terms of giving protection to data protection and privacy more generally, leading one author to describe it in 2009 as the “final frontier” for data protection in Asia. A couple of years later the situation in India, at least, had changed significantly.

The Indian Constitution does not include a freestanding right to privacy. However, the Supreme Court has read in a right to privacy mainly as part of the Article 21 right to life and liberty, which reads as follows: “No person shall be deprived of his life or personal liberty except according to procedure established by law.” Thus, in a 1994 case, the Supreme Court stated:

The right to privacy is implicit in the right of life and liberty guaranteed to the citizens of this country by article 21. It is a “right to be left alone”. A citizen has a right to safeguard the privacy of his own, his family, marriage, procreation, motherhood and education among other matters. None can publish anything concerning the above matters without his consent. If he does so, he would be violating the right to privacy of the person concerned and would be liable in action for damages.

There is still no independent civil law on privacy in India, although one has been under discussion for a number of years. As a result of the 1994 case noted above, however, courts have had to find a remedy for privacy invasions since the Supreme Court in that case held that publication of private matters, “whether truthful or otherwise” would be a breach of the right to privacy. To do so, courts have looked mainly to general common law rules, such as breach of confidence.

A comprehensive Privacy Bill has been under discussion in India for some time, although at the time of writing one has still not been adopted. A draft dated 19 April 2011, and titled “Third Working Draft (For Discussion and Correction) Legislative Department”, was originally leaked but is now available online. The Bill would create a broad freestanding privacy right, along with a strong mechanism to address breaches of the right, called the Data Protection Authority of India (DPAI).

The Bill defines privacy broadly to include such things as privacy of communications, private and family life, banking and medical information, data protection and various

242 See Greenleaf, note 207, p. 7.
243 See McKenzie and Milner, note 236.
245 R. Rajagopal v. State of Tamil Nadu (1994) 6 SCC 632. This case extended the right of privacy by placing an obligation on the State to prevent private intrusions. The right was first recognised by the Supreme Court in Govind v. State of Madhya Pradesh & Anr (1975), SCR (3) 946.
246 Available at: http://bourgeoisinspirations.files.wordpress.com/2010/03/draft_right-to-privacy.pdf.
protections against State actions, for example in the areas of search and surveillance. Importantly, the scope of the law is limited to Indian citizens, thereby leaving the very significant Indian outsourcing activities outside of its scope. Certain pre-existing legal regimes, including those addressing the right to information and corruption, are specifically exempted from the application of the law, but it seems that the Bill would preserve all pre-existing laws in the area (see section 3).

The DPAI would have extensive powers including to act as the registrar of data controllers, to investigate abuses, and to require data controllers to take certain actions to bring abuses to an end. The DPAI would also have the power to receive some (as yet unspecified) complaints. Individuals would also be able to complain to the Cyber Regulations Appellate Tribunal, which is established under Section 48 of the Information Technology Act, 2000, which would have the power, among other things, to impose compensation for breaches. As noted, however, this remains a Bill which could be subject to significant change before being passed into law.

Various Indian laws provide protection against privacy invasions by the State, for example in the area of law enforcement although, as in all countries, these are subject to overrides. Thus, the Penal Code requires police to obtain warrants before conducting a search. These rules are modified by constitutional jurisprudence at the Supreme Court which has, for example, held that wiretaps are a serious privacy invasion which, as a result, requires a high level of justification.

Telecommunications are generally protected pursuant to the Indian Telegraph Act, 1885, as well as the Information Technology Act, 2000. The latter, as amended, has introduced a limited criminal offence for certain violations of privacy online. Amendments to the latter in 2008 provided for the interception of telecommunications where necessary or expedient to protect the sovereignty, integrity or security of India, friendly relations with other States, public order, incitement to crime or the undermining of investigations into offences. The Telecommunications Regulatory Authority of India (TRAI), established by the Telecommunications Regulatory Authority of India Act, 1997, also has broad powers in this area, and has issued various legal orders to protect privacy of communication.

Mention should also be made here of the Right to Information Act, 2005, which provides for access to all information held by public authorities, to the exclusion of any other law

---

247 No. 21 of 2000.
249 See People’s Union for Civil Liberties (PUCL) v. Union of India and Anr. (1997) 1 SCC 301.
250 No. 13 of 1885. See, for example, sections 5 and 7.
251 See section 66-E.
252 The Information Technology (Amendment) Act, 2008, No. 10 of 2009, section 34, amending section 69 of the original act and introducing new sections 69A and 69B.
253 No. 24 of 1997.
254 See, for example, Direction under section 13, read with sub-clauses (i) of clause (b) of sub-section (1) of section 11 of the Telecom Regulatory Authority of India Act, 1997 (24 of 1997) to ensure compliance of the terms and conditions of the licence by the service providers regarding confidentiality of information of subscribers and privacy of communications, 26 February 2010.
255 No. 22 of 2005.
which prevents such access, subject only to the exceptions it provides for. Section 8(j) of the Act protects privacy in the following terms:

[Information which relates to personal information the disclosure of which has no relationship to any public activity or interest, or which would cause unwarranted invasion of the privacy of the individual unless the Central Public Information Officer or the State Public Information Officer or the appellate authority, as the case may be, is satisfied that the larger public interest justifies the disclosure of such information:

Provided that the information which cannot be denied to the Parliament or a State Legislature shall not be denied to any person.

This incorporates a strong public interest override for privacy.

Last, but by no means least, on 11 April 2011, the Indian Ministry of Communications and Information Technology adopted the Information Technology (Reasonable security practices and procedures and sensitive personal data or information) Rules, 2011, pursuant to section 43A of the Information Technology Act, 2000. These are essentially a mini-data protection regime with much of the flavour of similar regimes in other countries. One interesting twist is that they apply exclusively to the private sector, a difference from most other countries where these rules apply first and foremost to the public sector and then perhaps also to the private sector.

In terms of substance, the rules require data controllers to have in place data protection policies which provide a clear statement of their practices and policy, indicate the type of data collected, the purposes of that collection, the disclosure of the information and the security protection in place to protect it (section 4). Many of the rules are limited in scope to sensitive personal data, such as medical or financial information, but also including information on sexual orientation. The rules also, however, require reasonable notice of collection and purposes of collection of personal data, as well as the intended recipients. Data may only be used for the stated purposes and there are also rules on access and correction of data, and security (section 5). Compliance with IS/ISO/IEC 27001 on “Information Technology – Security Techniques – Information Security Management System – Requirements” is deemed to provide sufficient information security (section 8).

While the precise scope of these rules remains to be determined, and while they are somewhat limited compared to many countries, it is at the same time true to say that the adoption of these rules has vaulted India to a new level of protection for personal data.

3.2.3 Egypt

Historically, protection for privacy has not been a priority in Egypt. The security forces were able to access significant amounts of personal information, whether online or offline, although formally this was regulated by the Criminal Procedure Code. There is no dedicated law providing for protection for privacy. It remains to be seen whether this will change with the revolution and the broad democratic changes it has brought.

At the time of writing, the constitution of Egypt was the Constitutional Declaration which was proclaimed by the Supreme Council of the Armed Forces on 23 March 2011, following a referendum on 19 March 2011 regarding nine transitional articles. The
Declaration contains, in addition to these nine articles, 49 articles carried over from the 1971 Constitution, including (now) Article 11, which states:

> The inviolability of the private lives of citizens is protected by law. Correspondence, telephone calls and other private and confidential means of communication may not be confiscated or investigated or monitored except with a judicial warrant and for a specific issue, in accordance with the provisions of law.

At the time of writing, there was no comprehensive privacy law or any data protection law. Privacy rules are found in a number of pieces of sectoral legislation, but they tend to be contradictory in nature. A good example of this is the privacy rules in the law on telecommunications. Article 13, describing the role of the regulator, the National Telecommunication Regulatory Authority (NTRA), provides that it shall monitor the execution of telecommunications licences to ensure that the rights of users, and “especially their privacy rights”, are guaranteed.

However, Article 64 provides that all telecommunications service providers must ensure that their systems include the technical potential to “enable the Armed Forces, and National Security Entities to exercise their powers within the law”. Formally, this shall be done with “due consideration to inviolability of citizens private life as protected by law”, but the generality of Article 64, as well as the overall focus of the legal framework, meant that this was largely ignored in practice in the past.

Article 58 of the law requires the NTRA to maintain a database of those who have been licensed to use the frequency spectrum, providing that this “database shall be classified in order to protect the privacy” of licensees. In most countries, such information is made public, on the basis that the frequency spectrum is a public resource and that the public has a right to know who has been given a licence to use it.

### 3.2.4 France

France is a country which prides itself on its strong protections for privacy. While there is generally strong national support for this, the system came under increasing scrutiny in the aftermath of the Strauss-Kahn affair, where it was considered that undue protection in France of the private lives of the rich and famous prevented the media exposure of Dominique Strauss-Kahn’s historically (and allegedly) immoral acts.

Surprisingly, given this, the 1958 French Constitution does not provide for explicit protection for privacy. However, in 1995 the Constitutional Court (Conseil Constitutionnel)
ruled that the right was implicit in the constitution, and this was confirmed in a decision in 1999.

Article 9 of the Civil Code, added in 1970, provides protection for privacy, stating simply: “Everyone has the right to respect for his private life.” The second paragraph of this article makes it clear that, in addition to compensation, courts may order “sequestration, seizure and others, appropriate to prevent or put an end to” the invasion of privacy, and on an interim basis in an emergency. These rules are applied via Article 1382 of the Civil Code, which establishes the general principles of liability for civil wrongs.

In practice, French courts have applied these rules robustly, interpreting private life to include, among other things, love life, friendships, family circumstances, leisure activities, political opinions, trade union or religious affiliation, and state of health.

France also has strong criminal provisions on privacy, found at Articles 226-1 to 7 of the Penal Code. Pursuant to Article 226-1, it is a crime, punishable by up to one year’s imprisonment and a fine of up to Euro 45,000, wilfully to violate the private life of another person without their consent by:

1. intercepting, recording or transmitting words uttered in confidence or in private circumstances;
2. taking, recording or transmitting the picture of a person in a private place.

Consent is, however, presumed where these actions are performed in the sight and knowledge of the person and he or she did not object, despite being in a position to do so. These provisions, which are limited to private places and confidential utterances, are widely understood as being aimed primarily at the paparazzi.

Article 226-2, aimed more at the media, applies the same penalties to the keeping, bringing to the knowledge of the public or using in any manner documents or recordings obtained in breach of Article 226-1. Article 42 of the Law on the Freedom of the Press of 29 July 1881 assigns liability for these crimes, when committed in the press, normally to the editorial director (or editor-in-chief). Pursuant to Article 226-6, criminal proceedings under these articles may only be initiated upon receipt of a complaint from the victim.

Law n° 91-646 of 10 July 1991, entitled relative to secrecy of correspondence emitted by way of electronic communications, protects, as the name suggests, the secrecy of electronic communications. Pursuant to Article 3, interception of communications can, exceptionally, be authorised for purposes such as maintaining security, combating terrorism or crime, or protecting essential economic or scientific interests of the country. Strict procedures govern the authorisation of such interceptions, pursuant to Article 4

261 Seeambafrance-us.org/spip.php?article640.
(they must ultimately be authorised by the Prime Minister or one of two other specially authorised people).

France also has a long-standing and strong regime for the protection of personal data, in the form of the 1978 Data Protection Act.\textsuperscript{262} As amended, the Act fully implements the EU Data Protection Directive, including by establishing the “Commission nationale de l’informatique et des libertés” (CNIL) as an independent administrative oversight body. One interesting feature of the French law is that it requires data controllers to define a retention period compatible with the intended purpose (Article 30(I)(5)).

France has also implemented the EU Data Retention Directive, requiring telecommunications providers to retain traffic data for one year. This is currently being challenged before the State Council (Conseil d’État), France’s highest administrative court, by some 20 Internet companies active in France.\textsuperscript{263}

France has also moved to implement EU Directive 2009/136, or the ‘Cookies Directive’. An Ordinance giving effect to the Directive was adopted by the French Council of Ministers on 24 August 2011. Users will now have to be informed about the installation and use of cookies, which under the rules needs to be done before the first cookie is installed. However, under the French rule, if browsers are set up to allow programmes to install cookies, the default situation on most computers is that users are not required to provide express consent.\textsuperscript{264} This would seem to be a solution that veers towards satisfying industry interests, rather than forging a strong privacy path, and it remains to be seen whether it will be deemed acceptable as a means of implementing the Directive.

### (IXX) Constitutional guarantees for data protection in Latin America

A relatively unique feature of Latin American countries is the strong prevalence of explicit constitutional guarantees for data protection or for the more limited right of habeas data. In most other countries, privacy guarantees are rather generic in nature but, according to some estimates, nearly two-thirds of Latin American constitutions include such explicit protection. Some examples are:

**Mexico:** Section 6 of the Constitution states: “Everyone has the right to the protection of their personal data.”

**Brazil:** Article 5(I)(LXXII) of the Constitution states: “the right to habeas data is granted:

(a) to ensure knowledge of information relating to the person of the petitioner, contained in records or data banks of government entities or of public entities;

\textsuperscript{262} Act n° 78-17 of 6 January 1978 on Data Processing, Data Files and Individual Liberties, as amended by Act n° 2004-801 of 6 August 2004 relating to the protection of individuals with regard to the processing of personal data.


(b) for the correction of data, if the petitioner does not prefer to do so through confidential, judicial, or administrative proceedings;

**Uruguay:** Article 66(19) of the Constitution states: “The following rights of persons are recognised and guaranteed: The right to protection of personal information, including access to and decision about information and data of this nature, as well as its corresponding protection. The gathering, filing, processing, distribution or dissemination of these data or information shall require authorisation from the holder or a court order.”

### 3.2.5 Argentina

The Constitution of Argentina includes a freestanding right to privacy, along the lines found in many constitutions, in Article 19, which states:

The private actions of men which in no way offend public order or morality, nor injure a third party, are only reserved to God and are exempted from the authority of judges. No inhabitant of the Nation shall be obliged to perform what the law does not demand nor deprived of what it does not prohibit.\(^{265}\)

It also, in line with many Latin American constitutions, provides for a right to habeas data, in Article 43, as follows:

Any person shall file this action to obtain information on the data about himself and their purpose, registered in public records or data bases, or in private ones intended to supply information; and in case of false data or discrimination, this action may be filed to request the suppression, rectification, confidentiality or updating of said data. The secret nature of the sources of journalistic information shall not be impaired.

The Civil Code also provides protection for privacy, at Article 1071bis,\(^{266}\) which provides broadly for protection of privacy, where this is not a criminal offence. In case of a breach of a privacy right, the court shall order the cessation of the invasive activity, if this has not already happened, and may also order payment of damages. Where this would be equitable, the court may also require the publication of the judgment in a journal or newspaper. This article is frequently applied in Argentina to protect various sorts of privacy interests.

In a series of cases, courts in Argentina have issued preliminary injunctions against the search engines operated by Google and Yahoo!\(^{267}\) In all of these cases, personal data of the plaintiff (invariably a celebrity or well-known figure), such as the name or an image, was being posted on third party websites without their consent, usually to promote the sale of sexual content or services. Instead of pursuing those directly responsible, the
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\(^{265}\) See also the *Ponzetti de Balbín* case, note 128.


\(^{267}\) Much of the information about these cases comes from Compa, E. and Bertoni, E., *Emerging Patterns in Internet Freedom of Expression: Comparative Research Findings in Argentina and Abroad* (Centro de Estudios en Libertad de Expresion y Acceso a la Informacion (CELE)). Available at: [http://www.palermo.edu/cele/libertad-de-expresion-en-Internet.pdf](http://www.palermo.edu/cele/libertad-de-expresion-en-Internet.pdf).
plaintiffs went after the search engines. This was undertaken presumably in the hope of cutting off access in a more systematic way.

In many cases, preliminary injunctions were issued against the search engines, on the basis that they had exacerbated this breach of the plaintiffs’ privacy rights. They were often ordered not only to sever their links to the specific websites cited in the cases, but also to similar websites. Not only is this either extremely difficult or perhaps technically impossible to do, but it also represents a breach of international law.268

It remains unclear how this will eventually play out, although some of the early decisions have now been overturned. Thus, in the case of Virginia da Cunha c/ Yahoo de Argentina y Otro,269 decided in July 2009, damages of ARS50,000 (approximately USD12,000) were assessed against both Google and Yahoo!. However, in August 2010, the decision was overturned by a 2-1 decision of the Court of Appeal.270

The Argentine Penal Code, as amended by Law N° 26.388 on violations of electronic communications and other norms,271 provides sanctions for various information technology crimes. This law has been renamed Title V of Chapter III of the Penal Code as “Violation of Secrets and Privacy”. Article 153, which addresses violations of electronic communications, makes it a crime to access and obtain, without consent, any electronic communication, letter, attachment, fax or telegraph. It is also a crime for any unauthorised person to delete or divert electronic communications, or to intercept or record them. Unauthorised access to private or public databases and information technology systems, and providing information from them to third parties, was also made a crime.

Argentina was one of the early countries in Latin America to adopt a data protection law, in the form of the 2000 Personal Data Protection Act.272 That the law provides strong protection for personal data can be seen in the fact that Argentina is the only country in Latin America that has been generally approved as providing an adequate level of protection for personal data by the European Commission.273 It appears that the law draws from European data protection standards.274

3.2.6 Mexico

The Mexican Constitution provides extensive protection for privacy at Article 16, which provides, in relevant part:

Nobody can be disturbed in his or her person, family, residence, papers, or possessions, except by virtue of a written order by a competent authority, that is founded in and motivated by legal procedural cause.

271 Published in the Official Gazette on 25 June 2008.
274 In his survey, Greenleaf assesses the Argentine law as having nine of the ten attributes of the European system that are lacking in the OECD system. Note 207, p. 10.
In all search orders, which only the judicial authority has the power to execute, and which will be written, the place to be inspected will be stated, and also the person or persons to be apprehended and the objects to be looked for. Care shall be taken to limit the search to be conducted as a circumscribed act, in the presence of two witnesses designated by the occupant of the searched place; or in their absence or refusal, the searching authorities will practice care.

Private communications are inviolable: The law will sanction criminally any act committed against their liberty and privacy. Only the federal judicial authority, upon petition to the federal authority that enforces the law or to the head of the Public Ministry of the corresponding federated entity, may authorise the interception of any private communication. For this, the appropriate authority, by writing, must establish and justify the legal causes for the application. It must, besides, give the type of interception, its subjects, and its duration. The federal judicial authority may not grant these authorisations in electoral, fiscal, mercantile, labor, or administrative matters, or in the case of communications by an accused with his or her defender.

Authorised interceptions will conform to the requirements and limits given by the laws. The result of interceptions that do not comply with them, will lack all investigative value.

Administrative authority may visit residences only to ascertain that they comply with sanitary and police regulations, and to require the showing of those books and papers that are indispensable for verifying that the residents are paying attention to the financial arrangements subject in those cases to the respective laws and formalities prescribed for searches.

Correspondence that is covered by the mail shall be free from all examination, and its violation will be punished by the law.

It thus provides strong protection for privacy generally, against searches and for privacy of communications.

The Federal Civil Code provides for civil protection for the right to privacy. Specifically, it provides remedies against moral damage suffered by an individual as a result of illegal acts affecting his or her “sentiments, affections, beliefs, decorum, honour, reputation, private life, configuration or physical aspects, or the opinion that others have of [him or her]”. There is some litigation under these provisions.275

Since 2002, there has been protection for personal data held by at least Federal public authorities through the Federal Transparency and Access to Public Government

Information Law, which is the Mexican right to information or freedom of information law. Although this is a right to information law, it includes as one of its purposes to “Guarantee the protection of the personal information possessed by subjects compelled by the Law” (Article 4(III)). Chapter IV of the Law establishes a data protection regime for personal information, which includes such rules as using personal data only for the purposes for which it was collected, guaranteeing the security of this data, making available a policy statement on the use of the data, keeping the data up-to-date and accurate, not disclosing it to third parties (except in certain circumstances), informing the oversight body of the fact that personal data is being collected, and providing for access to and correction of personal data by the subject. Oversight is provided by the Federal Institute of Access to Information (IFAI, now the Federal Institute for Information Access and Data Protection).

The scope of the right to information law is largely limited to federal public bodies. However, a general data protection law, binding on private bodies, was adopted in 2010 in the form of the Federal Law on the Protection of Personal Data Held by Private Parties. According to Greenleaf, this law conforms to only five of the ten key European data protection principles, not including the following:

- collection of data is limited to what is necessary for the declared purposes;
- a requirement to notify the data protection agency when collecting data;
- the obligation to anonymise or destroy data after a given period;
- limits on automated processing of data; and
- a requirement to provide an opt-out for direct marketing uses of data.

At the same time, the law does institute most of the key data protection principles found in other systems. Oversight is again provided by the IFAI.

### 3.2.7 United States of America

The United States of America is a crucial player in global privacy issues not only because of its general global weight and importance, but also because of its vast dominance in terms of companies providing Internet services. Indeed, of companies that provide Internet services that have become household names globally – such as Google, Facebook, Yahoo!, YouTube, Twitter and Wikipedia – almost all are based in the United States of America.

The United States of America has a long and strong history of providing protection for privacy, characterised by active and often innovative legislative initiatives. Against

---


277 Note 207, p. 11.

this, however, it also has a very strong conception of free speech, including freedom of commercial speech, which has been juxtaposed against privacy claims in many cases. Furthermore, lawmakers have demonstrated a reluctance to legislate specifically for Internet privacy issues out of concern for undermining the enormous vitality of online commerce and/or creating an unworkable regulatory regime. This has led to an interesting overall legal framework which in some areas is globally cutting edge while in others, most notably in the area of data protection, is decidedly not so.

There is no direct guarantee for privacy in the United States Constitution, although a limited right has been derived from a number of other constitutional provisions. The most significant of these is the derivation from the Fourth Amendment – which protects against unreasonable searches and seizures – of a right of privacy against the State by the United States Supreme Court in the 1967 case of Katz v. United States. The core concept here is the idea of a zone where individuals have an expectation of privacy, which comprises both subjective (i.e. an actual expectation) and objective (i.e. a reasonable expectation) elements. The fact that this aspect of the right is grounded in the Fourth Amendment prevents it being extended, along the lines of Article 8 of the ECHR, to apply to private actors. There has been a wealth of jurisprudence under these rules. In a recent case, the United States Supreme Court held that attaching a GPS device to a vehicle amounted to a search, which fell within the rules relating to searches (i.e. normally requiring a warrant).

The tort of invasion of privacy, which gives a right of action against both private and public actors, has been recognised in law for over a century, and is now recognised in almost every state. Four different privacy actions are generally protected, including unreasonable intrusion upon an individual’s seclusion, appropriation of one’s name or likeness, publicity which places one in a false light and unreasonable publicity given to one’s private life.

The 1974 Privacy Act establishes a system of data protection, but only for public authorities. Private bodies are, for the most part, free to determine privacy standards for themselves. In many respects, the basic data protection values and principles behind the Privacy Act are similar to those of the EU Data Protection Directive, despite their very different scope of application. At the same time, the institutional arrangements are quite different. Thus, there is no independent data protection oversight body, as required by the EU Directive. Instead, the Office of Management and Budget (OMB) plays a far more limited policy role.

In addition to these two central privacy systems, there are a large number of statutory schemes in the United States of America which focus on various sectors and areas of concern. The 1986 Electronic Communication Privacy Act (ECPA), which essentially brought traditional wiretapping legislation into the online era, provides protection for
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282 The implications of the tort of privacy on data protection have been limited. See The Influence of European Data Privacy Standards Outside Europe: Implications for Globalisation of Convention 108, note 207, p. 5.
electronic communications. It is divided into three parts or titles, known as the Wiretap Act, the Stored Communications Act and the Pen Register Act. Roughly speaking, the first title ensures confidentiality of communications while they are in transit and the second, as the name implies, does the same for stored communications. The third prohibits the tracing of incoming and outgoing messages. All three may be overridden for various reasons, and the first provides the strongest protection for confidentiality. The 2002 Homeland Security Act (or PATRIOT Act as it is commonly called) has weakened the privacy protections in the ECPA, in particular by expanding security and law enforcement interception powers.

The 1999 Gramm-Leach-Bliley Act effectively facilitates information sharing among financial institutions, while establishing special standards to ensure appropriate protection of privacy.284 The 1994 Driver’s Privacy Protection Act was adopted in response to the sale of motor vehicle records, including a lot of sensitive personal data – such as phone numbers, addresses, personal details and medical information – which had led to a number of high-profile crimes, including the murder of a famous actress. The Telephone Records and Privacy Protection Act of 2006 makes it a crime to use a false pretext to obtain, buy or sell personal telephone records, while the Fair and Accurate Credit Transactions Act of 2003 created certain new privacy rights, for example the right to obtain a free credit report from credit bureaus once a year. It was also part of an overall strategy to address identity theft.285 The 2000 Children’s Online Privacy Protection Act (COPPA) requires parental consent before information is collected from children under the age of 13. It also requires websites to have privacy policies, thus working in tandem with a self-regulatory approach.

The 2004 Controlling the Assault of Non-Solicited Pornography and Marketing Act (CAN-SPAM Act) was an attempt to set standards for spam, although it is largely considered to have had little impact. It does not require recipient consent for spam, but it does require senders to indicate that the message is an advertisement and to provide a valid postal address of the sender. Recipients are also given the right to opt out via a notice provision.

The United States of America has so far refused to adopt data retention rules along the lines of those required by the EU Data Retention Directive. Bills along these lines have been proposed, such as the 2009 Internet Stopping Adults Facilitating the Exploitation of Today’s Youth or SAFETY Bill, which was proposed in 2009 but never adopted. It would have required communication service providers to retain for least two years “all records or other information pertaining to the identity of a user of a temporarily assigned network address the service assigns to that user.”286

In addition to these federal laws, there has been a lot of activity at the state level focusing on the issue of privacy and the Internet.287

284 The Electronic Privacy Information Center and Privacy International describe these as “weak”. Note 119, p. 1009.
287 Some of these are listed at: http://www.ncsl.org/default.aspx?tabid=13463.
3.2.8 Nigeria

Section 37 of the 1999 Constitution of the Federal Republic of Nigeria provides: “The privacy of citizens, their homes, correspondence, telephone conversations and telegraphic communications is hereby guaranteed and protected.” Section 45, however, provides that this shall not invalidate any law that is “reasonably justifiable in a democratic society (a) in the interest of defence, public safety, public order, public morality or public health; or (b) for the purpose of protecting the rights and freedom or other persons.” There has, however, been very little constitutional jurisprudence on these issues, which might provide guidance as to the scope of these limitations in practice.

There is no explicit protection for civil invasions of privacy in Nigerian law, but the common law remedy of breach of confidence presumptively applies in Nigeria and may therefore be relied upon for civil protect.288 As with the constitutional guarantee, however, there would appear to have been very little if any local jurisprudence on this issue.

At the moment, Nigeria does not have any law specifically governing the interception of private communications. Two draft bills on this issue are pending before the parliament, namely the Interception and Monitoring Bill 2009 and the Telecommunications Facilities (Lawful Interception of Information) Bill 2010.289 Pursuant to the Nigerian Communications Act 2003,290 there is a presumption that communications are private, but the Act also provides for interception of communications. Thus, section 147 states: “The Commission may determine that a licensee or class of licensee shall implement the capability to allow authorised interception of communications and such determination may specify the technical requirements for authorised interception capability.” Section 148 also provides for the interception of communications in case of a public emergency.

Two other bills have been under consideration specifically relating to information protection on computers and the Internet, namely the Computer Security and Critical Information Infrastructure Protection Bill, 2005 and the Cybersecurity and Information Protection Agency Bill, 2008. Section 13 of the former would prohibit the unlawful interception of any communication, but provides a broad authorisation for lawful interceptions, for example for purposes of detection and prevention of crime. The latter similarly prohibits unlawful interception, but requires service providers to have the capacity to intercept communications for purposes of assisting law enforcement agencies (sections 16-17).291

Nigerian law does not include any comprehensive data protection regime. Section 12(4) of the Computer Security and Critical Information Infrastructure Protection Bill, 2005 does provide for a very limited form of data protection as follows:
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289 For more information about these two bills see Udo Udoma & Belo-Osagie, Law: Intercepting Private Communications in Nigeria, 7 March 2012. Available at: http://www.proshareng.com/articles/2406.
290 Available at: http://www.nigeria-law.org/Nigerian%20Communications%20Commission%20Act%202003.htm.
Any data retained, processed or retrieved by the service provider at the request of any law enforcement agency under this Act or pursuant to any regulation under this section, shall not be utilised except for legitimate purposes. Under this Act, utilisation of the data retained, processed or retrieved shall constitute legitimate purpose only with the consent of individuals to whom the data applies or authorised by a court of competent jurisdiction or other lawful authority.

3.2.9 South Africa

With the end of Apartheid in South Africa, the country was faced with an enormous challenge in building a legal, not to mention social, political and economic, framework for democracy. Some commentators have suggested that, due to the particular historical context, South African energies tended to be focused more on equality rights, to the detriment of framework rights like privacy. Legally, at least, there is some truth to that, as the country still has yet to put in place a data protection act. There are, however, number of legal sources of privacy protection.

The Constitution of the Republic of South Africa of 1996 protects privacy in Section 14, as follows:

Everyone has the right to privacy, which includes the right not to have—

(a) their person or home searched;
(b) their property searched;
(c) their possessions seized; or
(d) the privacy of their communications infringed.

There has been an active history of constitutional litigation in South Africa, including a number of privacy cases. In an analogous fashion to the European Court, the South African Constitutional Court has developed a theory of the horizontal application of rights, so that constitutional protections can apply as between individuals, as well as between individuals and the State.

There is no specific statutory protection for privacy in South Africa but the courts there have long recognised a right of action based on the general Roman law concept of actio injuriarum, or right of action to protect one’s person. This has been interpreted to include unauthorised publication of personal facts (such as a photograph), unreasonable intrusions into a private sphere and the right to a personal identity.

At the time of writing, South Africa still lacked comprehensive data protection legislation, although the issue has been under formal consideration since at least 2000. A draft Protection of Personal Information Bill, introduced in the National Assembly in 2009, sought to introduce an essentially European-style system for protection of personal data held by both private and public entities, with rules on consent for processing, specification of purposes, limitation on use for other purposes, limitations on retention,

293 Published in the Official Gazette on 14 August 2009.
requirements of notification to both the subject and oversight body, and rights of access and correction for the subject. The Constitutional Court has also set out a very basic framework for data protection, based on the constitutional protection of privacy.\textsuperscript{294} Strong personal data protection rights are also found in the National Credit Act,\textsuperscript{295} in part to address historic practices of discrimination in the financial sector. These include a right to have “confidential information” treated in confidence, used only for a lawful purpose and disclosed only to the person to whom it relates.

In terms of communications, the primary legislation is the Regulation of Interception of Communications and Provision of Communication-Related Information Act.\textsuperscript{296} This act is similar to others of its genre, providing generally for the confidentiality of private communications and then carving out exceptions for various reasons, in particular security and law enforcement, subject to certain conditions. The Act requires telecommunications service providers to ensure that their services are capable of storing relevant information about communications and can be intercepted, before they offer them to the public. It also requires service providers to store information, as directed by the responsible minister, for between three and five years.

### 3.3 Corporate initiatives

It is clear that initiatives of some sort by corporations must play a key role in any integrated system for protection of privacy online. In the United States of America, these remain the primary system for data protection in relation to private sector actors. Under European-style systems, they are seen as an important supplement to the mandatory rules internally, and often underpin ‘adequacy’ decisions for third party data transfers. Article 27 of Directive 95/46 calls on States and the Commission to support the drawing up of codes of conduct for the purposes of self-regulation, and the new proposals extend this by creating the possibility of establishing certification mechanisms for self-regulatory systems, along with data protection seals and marks, to enable users to assess the quality of these systems. In his introductory remarks to an independent study on new data protection directions for Europe, Richard Thomas, the United Kingdom’s Information Commissioner opines that, in the long run, abandoning the rules and placing the onus on data exporters for protection of data transferred to third parties (a form of self-regulation) may be inevitable.\textsuperscript{297}

At the same time, there is no shortage of criticism of systems of self-regulation which, it is widely agreed, have not resulted in adequate protection for users’ privacy in the United States of America. Dan Tynan described the problem by way of analogy: “When it comes to the online ad industry, self-regulation is a bit like the Pirate’s Code in all those Johnny Depp movies: They’re really more like guidelines that can be broken whenever the script calls for it.”\textsuperscript{298}

\begin{footnotes}
\item[295] No. 34 of 2005.
\item[296] No. 70 of 2002.
\end{footnotes}
Self-regulatory initiatives take various different forms. Many ISPs and the larger, more high profile online service providers (OSPs), like Google, Yahoo and Facebook, have developed their own privacy policies. Google has a new privacy policy which came into effect on 1 March 2012. A related option is for entities to come together in a network or association with a central privacy policy or set of standards. Respect for this policy is a condition of membership. This is the approach adopted by the groups such as the Direct Marketing Association (DMA) and TRUSTe. Their members are allowed to display a seal or certification attesting to their membership and commitment to the collective standards.

In terms of substance, there are a number of policy approaches. Most policies make certain commitments to users, and many allow users to select certain privacy options. Thus, the homepage of each Facebook user contains a drop-down menu which takes you to options like account settings, privacy settings and logout. Under ‘privacy settings’, one can block people from seeing one’s content, set other viewing options for one’s Facebook content and so on. One cannot, however, control the use Facebook itself makes of your private data, although various aspects of this are covered by its privacy policy.

In some cases, policies allow users to opt out of having their data used for various purposes, mostly marketing. Thus, the Network Advertising Initiative (NAI) provides users with an opt out option on the front page of its site, which prevents you seeing tailored advertisements from the member companies you have opted out of. However, this does not prevent cookies being placed on your computer or remove personal data from databases. A more powerful option, used by some facial recognition networks, such as the Digital Signage Federation (DSF) and Point of Purchase Advertising International (POPAI), is based on an opt in, whereby member companies are supposed to gain users opt-in before collecting certain types of data.

There are a number of structural reasons why the effectiveness of self-regulation has been limited. One is that many systems place most of the burden on the user. Many privacy policies are long, complex and highly legalistic, and users may not understand them or their privacy options. Even if they do make the effort for ISPs and OSPs that they use regularly, they cannot possibly do this for all of the services they use that might be in a position to collect data from them. In an attempt to simplify matters for its users, Google has recently announced that it is combining privacy policies on all of its services, so that users will only need to acquaint themselves with one version. In the vast majority of cases, entities reserve the right to change their privacy policies without notifying users, creating a further barrier for users.

Another problem is that while the incentives to act in privacy-respecting ways may be present for some companies – particularly those that are larger and more well-known –
for many companies the incentives all line up the other way, since they make money by collecting and selling personal data. It can be costly to implement strong privacy rules. Implementation of many systems is weak, amongst other things because monitoring is costly and rarely done systematically. Finally, implementing privacy policies can actually increase a company’s liability, as they may be held responsible for failures to respect those policies.307

At the same time, many commentators point to various benefits of self-regulation. It places control and responsibility in the hands of the companies, which are the very entities most likely to understand the privacy risks and to be able to design effective solutions in a very complex and fast-moving environment. Self-regulation is more likely to be sensitive to business needs, and to provide the flexibility businesses need, again in the context of an incredibly dynamic sector. In other words, self-regulation can help protect the economic and social benefits of online innovation.

A number of ideas have been proposed to enhance self-regulatory systems. One is to employ privacy by design, or building privacy systems into the very design of service systems. This no doubt makes good sense, but it cannot resolve many of the problems noted above.

Some co-regulatory ideas would perhaps be more effective. Some commentators, including the Federal Trade Commission (FTC) in the United States of America, have called for the imposition of a ‘do not track’ system, along the lines of the popular ‘do not call’ rules that have been put in place in some countries for telephone calls.308 This system would allow users to opt out of the collection of information relating to their online behaviour for purposes of targeted advertising. This could be achieved, for example, through the placement of a setting on the user’s browser indicating their preferences. Another possibility, albeit less stringent in nature, would be to require companies to publicise any breaches of their privacy policies. One commentator has called for legislators to give companies a year to come up with proposals, and then to require all companies to implement the most effective system.309


309 Ibid., pp. 559-562.
4. CONCLUSIONS – INTERSECTIONS BETWEEN PRIVACY AND FREEDOM OF EXPRESSION

The rights to privacy and freedom of expression relate to each other in complex ways. In many instances, respect for the right to privacy supports the right to freedom of expression, as it does other democratic rights. To give an obvious example, respect for privacy of communications is a prerequisite for trust by those engaging in communicative activities, which is in turn a prerequisite for the exercise of the right to freedom of expression.

In other cases, however, respect for privacy can clash with the right to freedom of expression, for example where a newspaper wishes to publish private details about a leading politician, perhaps because the newspaper believes this is in the public interest. An example of this was cited above, whereby some commentators criticised excessive French protection for privacy for the failure of the media and others to investigate allegations of previous questionable acts by former IMF president Dominique Strauss-Kahn.

These relationships are manifested in both traditional and new ways on the Internet, as is evident from both of the examples above (i.e. with online communications systems and online media). Indeed, these issues have come into far greater relief with the massive changes in freedom of expression brought about by the Internet and other digital communications systems (such as mobile phones). For example, the power of the State to track individuals’ activities via communications has increased by a quantum degree in line with the massive increase in the data mining potential that digital systems enable.

This part of the report explores these relationships. It looks first at the way freedom of expression is negatively impacted where protection for privacy is poor. It then looks at tensions between the protection of these two rights, in some cases identifying threats to freedom of expression posed by excessive protection of privacy and in other cases simply highlighting the tensions.

4.1 The impact of poor protection for privacy on freedom of expression

The earliest drivers for protecting privacy came from instances of State intrusion into private spaces and this remains a key need for strong protection for privacy online. There has long been a tension between the need for effective law enforcement and respect for privacy, and this is reflected in the huge number of cases, both nationally in many countries and before international human rights courts, claiming a breach of privacy rights by law enforcement officials. This applies most importantly and obviously to digital
communications, but is also relevant in a number of other privacy sensitive areas, such as access to banking and credit information.

This tension has become more complex in recent years due to a number of trends. First, as noted above, the value of available information, from the perspective of law enforcement, has increased massively as new technologies capture far more information about us on an ongoing and automated basis than previously, whether provided voluntarily, for example on a Facebook page, as a necessary part of providing a service, for example logging telephone calls from a mobile phone, or as driven by business interests, for example tracking our online purchasing patterns. The rapidly growing processing power of modern computers delivers a strong multiplier effect here.

For example, the data stored in a modern smartphone of an active user provides a veritable wealth of information about the movements, calls (and so on) of the user. Furthermore, many forms of communication are now automatically recorded and can be computer searched, vastly increasing their effective usefulness for law enforcement purposes. The potential usefulness of facial recognition capabilities, especially when combined with increasingly ubiquitous video surveillance cameras, is another example of this.

Second, from a regulatory perspective, it is much more difficult to control surveillance than in the old offline world. In the past, there were reasonably straightforward rules relating to wiretaps, or monitoring of telephone conversations, albeit often subject to exceptions or overrides and not always applied properly in practice. This activity required the installation or activation of specialised equipment and the putting in place of a specific process of monitoring or recording. Compare this with searching the data stored on a mobile phone seized from a criminal suspect. Furthermore, the ways in which private information is captured and may be accessed is constantly changing, which also poses a regulatory challenge. This is rendered even more challenging by the possibility of voluntary cooperation between ISPs and OSPs and law enforcement authorities, which may be governed primarily by the privacy policies of those service providers.

Third, there has been a clear trend, even among democracies, to put in place legal regimes which facilitate the use of this information for law enforcement purposes. This is driven by the desire to use all available means to counter crime, including the fact that criminal elements often make effective use of technology, particularly for purposes of organised crime and terrorism. However, it is not always clear that privacy concerns are fully taken into account, and many of these regimes have been sharply criticised by privacy advocates. The EU Data Retention Directive, which has fared badly before national constitutional courts, is a good example of this. Furthermore, systems which may be rendered privacy compliant where strong protections for privacy are in place, may still be subject to serious abuse in (the many) countries where privacy protections are weak.

The risk of weak privacy protection is often combined with poor direct protection for freedom of expression, leading to a multiplier effect. There have been some high-profile cases where the Chinese authorities have required OSPs to provide private data which has led to criminal convictions for expressive activities which are protected under international law.

For example, Chinese journalist Shi Tao was given a 10-year sentence in 2005 for email about a government notice on reporting about the anniversary of the 1989 Tiananmen
Square protests. Yahoo! had provided emails from Tao’s Yahoo! email account to the Chinese government upon request. These emails provided the basis for Tao’s conviction for disclosing State secrets.310

In many cases, countries have put in place specific regimes to address expressive activities through the Internet. Thus, the 2007 Thai Computer-Related Offences Commission Act, better known as the Computer Crime Act, has specific provisions on the holding and dissemination of false or pornographic information, or information likely to harm public order or national security, which includes lèse majesté. These provisions have been applied on numerous occasions since the law was adopted.311 Similarly, the 2088 Indonesian Electronic Information and Transaction Law criminalises the online dissemination of false news, defamatory material and pornography.312 Both of these regimes have been strongly criticised by freedom of expression activists.313

4.2 Tensions between freedom of expression and privacy

The question of tensions between freedom of expression and privacy online is far more complex and varied than that of the impact of poor privacy protections on freedom of expression. While the latter usually involves clear (and often acknowledged) interferences with privacy, sought to be justified on grounds of overriding law enforcement needs, here the very question of what constitutes privacy becomes important. As noted above, both national and international courts have refused to provide a clear definition of privacy, although the approach taken by courts in the United States of America, which involves both subjective (actual expectation of privacy) and objective (reasonably expectation of privacy) elements has much to recommend it.

The scope of the concept of privacy becomes very important in some cases involving freedom of expression. For example, does a minister of defence have a reasonable expectation of privacy when having a private dinner in a restaurant, but with a foreign arms dealer? What if a prime minister is invited to the wedding of a celebrity? This question could be answered differently in different countries, with important implications for media seeking to report on these activities.

This issue also has to be understood in light of the key framework of challenges facing protection of privacy in the online world, and the types of regulatory responses this has engendered. As this report makes clear, there are massive challenges to regulating privacy in the current environment. These include:

- A core business model which effectively involves trading or ceding privacy in exchange for free services.

313 For Thailand, see Analysis of Computer Crime Act of Thailand, note 312 and for Indonesia, see AJI, Building the Fortress of Freedom (2009), on file with the author.
• In many cases, service models which also involve exposing private information either
as a core part of the model (as, for example, with Facebook) or to create efficiency (for
example tools to optimise searches based on a user’s typical preferences).

• An environment flowing from the above in which even if incentives can be created,
such as public opinion, which exert pressure on some businesses to respect privacy,
it is impossible or nearly so to do this for many other businesses.

• An environment which makes informed consent by users for privacy rules almost
impossible due, among other things, to the inherent complexity of the rules, the
vast number of different applications users use, and an apparent lack of interest or
awareness about this among most users, or perhaps acceptance of the trade-off
described in the first bullet point above.

• Inherent difficulties in protecting privacy, including due to the incredible fluidity of
information and the fact that, once something is “out there”, you can never bring it
back.

There has been a marked difference in the regulatory response, in particular towards data
protection, in the United States of America, (and those countries with similar frameworks),
on the one hand, and Europe (and the countries which follow its approach), on the other.
The United States of America, where many of the main global OSPs are based, has
taken a largely laissez-faire approach, limiting State regulation to certain sectors, which
has arguably resulted in inadequate protection for privacy by private actors. Europe, on
the other hand, has taken a relatively intrusive approach to regulation, which has been
criticised for being too rigid, out of touch with industry realities and ineffective in practice
(for example in the area of consent to data collection and use), and, to some extent as a
result of these criticisms, for allowing too great an element of discretion in the application
of its many exceptions and claw backs.

The main interface between these two approaches is the International Safe Harbor
Privacy Principles Certification Program, which allows companies based in the United
States of America to be certified as providing adequate protection by the European
Union. This system has been criticised for not providing European level protection for
privacy, which seems to be patently the case, among other things because of the lack
of effective redress. On the other hand, the incentives for the European Union to certify
OSPs is clear; it would be nearly impossible for the European Union to refuse companies
like Facebook or Google certification.

In terms of specific impacts on freedom of expression, a number of different areas can be
identified, as described below.

4.2.1 The public interest

It is well established under international law that where a conflict arises between freedom
of expression and privacy, reference should be had to the overall public interest, or some
such analogous test, to decide which interest should prevail. This was, for example,
clearly established in the two *Von Hannover v. Germany* cases before the European Court of Human Rights.314

The public interest balancing exercise between privacy and freedom of expression is relevant in two main contexts. First, as in the Von Hannover case, the issue arises when information, although private in nature, is accessible to the media, but where the further dissemination of this material is deemed under national law to give unreasonable publicity to private life (or some related wrong). In such cases, a public interest defence, whether cast as an element of the right to freedom of expression or as part of the rules relating to privacy, is essential. Thus, in the second Von Hannover case, the European Court found the publication of otherwise private information to be a justified invasion of privacy (or a protected activity through the right to freedom of expression) essentially because the relationship between the “reigning sovereign of the Principality of Monaco” and members of his family during an illness was a matter of legitimate public concern. Unfortunately, in many countries, this public interest override is either missing from or unclear in the law.

Second, the public interest should be taken into account when applying the privacy exception to the right to access information held by public bodies (right to information). Thus, in a Joint Declaration adopted in 2004,315 the UN Special Rapporteur on Freedom of Opinion and Expression, the OSCE Representative on Freedom of the Media and the OAS Special Rapporteur on Freedom of Expression in 2004 stated:

The right of access should be subject to a narrow, carefully tailored system of exceptions to protect overriding public and private interests, including privacy. Exceptions should apply only where there is a risk of substantial harm to the protected interest and where that harm is greater than the overall public interest in having access to the information.

Similarly, a 2002 Recommendation of the Committee of Ministers of the Council of Europe316 states, in Principle IV(2):

Access to a document may be refused if the disclosure of the information contained in the official document would or would be likely to harm any of the interests mentioned in paragraph 1, unless there is an overriding public interest in disclosure.

Although many right to information laws do provide for a public interest override for the privacy exception, many do not.

International courts have provided some indication of how the balancing between freedom of expression and privacy should work. They have made it clear that there is a very strong presumption in favour of freedom of expression, that the notion of public interest in this context should be construed narrowly and that where there is a public interest in publication of the material, the right to freedom of expression will normally

---

314 24 June 2004, Application No. 59320/00 and 7 February 2012, Applications Nos. 40660/08 and 60641/08. The Court referred more to the question of debates on matters of general interest, but this seems to be essentially the same idea, albeit adapted to the facts of the case.

315 Adopted on 6 December 2004. Available at: http://www.unhchr.ch/huricane/huricane.nsf/0/9A56F80984C8BD5EC1256F6B005C47F0?opendocument

316 Recommendation R(2002)2 the Committee of Ministers to Member States on access to official documents, 21 February 2002.
trump the privacy interest. The reason for this is fairly obvious: the right to freedom of expression is a fundamental underpinning of democracy, and discussions about matters of public interest, which are for the benefit of everyone in society, must be protected even if they may cause harm to an individual’s privacy.

The case of Mosley v. the United Kingdom, involved the publication of private pictures of Max Mosley, then Director of Formula One racing, involved in sexual acts under the heading “F1 boss has sick Nazi orgy with 5 hookers”. Mosley eventually won his case before the British courts, in part because the newspaper had been mistaken and there was not Nazi theme to the event, which might have engaged the public interest. He had earlier been refused an interim injunction to prevent further publication of the material; this was applied for only after the initial publication of the material and so much of the damage had already been done. Mosley appealed to the European Court of Human Rights, claiming that the United Kingdom of Great Britain and Northern Ireland had violated his right to privacy by not requiring newspapers proposing to publish privacy invading material to notify the individual(s) concerned, so as to give them an opportunity to apply for an injunction against publication before the initial publication (which Mosley had not had).

The European Court rejected this idea. In a judgment elaborating on the underlying principles, it stated, among other things:

> The Court also reiterates that there is a distinction to be drawn between reporting facts – even if controversial – capable of contributing to a debate of general public interest in a democratic society, and making tawdry allegations about an individual’s private life. In respect of the former, the pre-eminent role of the press in a democracy and its duty to act as a “public watchdog” are important considerations in favour of a narrow construction of any limitations on freedom of expression. [references removed]317

In the two Von Hannover cases, the European Court of Human Rights also elaborated in some detail on the issue of balancing privacy and freedom of expression interests (these are elaborated upon in Box XIII). In those cases, as well, the Court seemed to suggest that where there was a public interest in the publication, the freedom of expression interest would normally prevail. It based this, among other things, on its longstanding position that for the press “its duty is nevertheless to impart – in a manner consistent with its obligations and responsibilities – information and ideas on all matters of public interest”.318

The same approach has also largely been applied when balancing the right to freedom of expression against reputation, where international courts have again placed great reliance on the importance of allowing significant latitude to speech relating to matters of public interest. Thus, in the case of Herrera-Ulloa v. Costa Rica, which involved a criminal conviction for defamation, the Inter-American Court of Human Rights stated:

> In this context, it is logical and appropriate that statements concerning public officials and other individuals who exercise functions of a public nature should be accorded, in the terms of Article 13(2) of the Convention,

317 10 May 2011, Application No. 48009/08, para. 114.
318 Von Hannover v. Germany, 24 June 2004, Application No. 59320/00, para. 60.
a certain latitude in the broad debate on matters of public interest that is essential for the functioning of a truly democratic system.\textsuperscript{319}

Support for this idea can also be found in the section 12(4) of the United Kingdom of Great Britain and Northern Ireland Human Rights Act, 1998, which states:

The court must have particular regard to the importance of the Convention right to freedom of expression and, where the proceedings relate to material which the respondent claims, or which appears to the court, to be journalistic, literary or artistic material (or to conduct connected with such material), to-

(a) the extent to which
   (i) the material has, or is about to, become available to the public; or
   (ii) it is, or would be, in the public interest for the material to be published;
(b) any relevant privacy code.

4.2.2 Privacy vs. data protection

There are important differences between protection of privacy per se and data protection rules. The latter are designed to address the specific problems that can arise when public or private bodies engage in the systematic collection of data about individuals. There is a strong overlap between data protection and privacy, and international courts have held that certain elements of data protection regimes are covered by the right to privacy.

At the same time, data protection rules are different from privacy, both in their scope and substantive rules. Data protection applies to all personally identifying data, while privacy, although it has never been comprehensively defined, applies only to a narrower scope of information, normally information about which a person has a reasonable expectation of privacy. At the same time, data protection rules are more limited inasmuch as, broadly speaking, they only apply to the automated processing of data or the processing of structured data sets, whereas privacy can apply to any information (for example the fact that a person is having dinner with another person in a restaurant).

This is not a problem in itself. However, unlike legal interpretations of the right to privacy, data protection rules do not recognise a general public interest override. In the case of European Union Directive 95/46,\textsuperscript{320} there are specific public interest overrides which allow for the processing of data and also for the transfer of data,\textsuperscript{321} but not a general public interest override. The same regime also allows States to provide for an exemption from the main rules where data processing is carried out for journalistic, artistic or literary purposes, as necessary to respect the right to freedom of expression. Once again, it may be noted that this is limited in scope, and would not cover many forms of expression (arguably even including this report).

\textsuperscript{319} 2 July 2004, Series C No. 107, para. 128.
\textsuperscript{320} See note 205.
\textsuperscript{321} See Articles 7(e), 8(4) and 26(1)(d).
In practice, this issue is most problematical when it comes to the right to information. In many countries, there is either a legal link, or confusion at the level of application, between the data protection rules and the exception in favour of privacy in the right to information law.

Better practice right to information laws include a qualifier for protecting privacy which makes it clear that not all identifying information is covered. Thus, section 34 of the South African Promotion of Access to Information Act\(^{322}\) establishes an exception to prevent the “unreasonable disclosure of personal information about a third party”. Such laws also include exceptions to the privacy exception, for example where consent has been given, the information is already public or the information relates to the official functions of a public official.\(^{323}\) Finally, such laws include a clear public interest override for all exceptions, so that even private information shall be disclosed where this is in the overall public interest. All of these rules are clearly consistent with interpretation by international courts of the right to freedom of expression, upon which the human right to information is based.

At the same time, in many countries, with or without such limitations on the privacy exception to the right of access, the relationship between the right to information and data protection laws is not clear, and the dominant practice in at least some countries is to apply the latter in the case of personal data. In the case of India, by contrast, the proposed Privacy Bill, which would establish a general data protection system, would not affect the regime established by the Right to Information Law, 2005.

### 4.2.3 Scope of protection and jurisdiction

In some countries, there have been attempts to extend the scope of privacy protection in a way that would negatively impact on freedom of expression. The example of Argentina, noted above, where privacy rules have been applied to search engines on the basis that they led the searchers to privacy infringing data, is a good example of this. Another example is a case from Italy, where three Google executives were each given six month suspended sentences for a video posted on Google Videos showing an autistic boy being bullied, even though the video was taken down promptly after a formal complaint was received. Richard Thomas, former Information Commissioner of the United Kingdom of Great Britain and Northern Ireland, called the case “ridiculous”,\(^{324}\) and Google promptly lodged an appeal against it.

In both of these examples, a reasonable argument could be made that the original authors of the material were guilty of privacy infringements. However, holding OSPs liable in these types of situations, if practised widely, would make it almost impossible for them to continue to provide the important freedom of expression enabling services they currently offer.

Both of these examples involve material which relates closely to the jurisdiction in which the courts were based (Argentine celebrities and an Italian boy). There is, however, also a potential risk of the forum shopping in privacy cases that has been witnessed globally in relation to defamation, in a practice known as ‘libel tourism’. Thus, plaintiffs could try to

---


323 See section 34 of the South African law, ibid.

bring privacy cases in jurisdictions where they feel they have stronger chance of success, even though they have limited connection to the jurisdiction. This promotes the lowest common denominator in the balancing of privacy and freedom of expression.

An extreme case of this was the defamation action brought against Rachel Ehrenfeld, a New York-based author, by Sheikh Khalid bin Mahfouz, a wealthy Saudi businessman profiled in Ehrenfeld’s book, Funding Evil: How Terrorism is Financed and How to Stop It. The courts in the United Kingdom of Great Britain and Northern Ireland heard the case, even though only 23 copies of the book had been sold there, and gave a default judgment in favour of bin Mahfouz (Ehrenfeld had refused to defend the case).  

4.2.4 Court information

Privacy concerns, or related concerns, are starting to impact on the way courts present information about their processes. This is an area where there is very little in the way of established standards, even within countries, and where decisions are often left to individual courts or court systems. While the principle of open justice is well established, including in international human rights law, it has normally been applied primarily to the issue of access to court cases, as opposed to court documents.

In some countries, courts are fully included within general right to information laws, and so their openness in relation to documents is determined by that regime. In many countries, however, such coverage is limited in scope, sometimes by being limited to the administrative functions of the court and sometimes by not including the judicial function at all.

Whereas there is an almost universal tendency for public bodies to increase the amount of information they post online, privacy concerns have led to some courts, primarily in the United States of America, where the practice of courts posting information online is most developed, to move in the opposite direction. It is, for example, one thing to publish criminal convictions in a local newspaper and another to post them online, after which they may be accessible at any point in the future, potentially negatively impacting on the ability of the person concerned to get a job or reintegrate into society.

As a result of these privacy concerns, Florida, once a leader in the area, has imposed a moratorium on efforts to expand online access. A case from California involved a businessman who accessed and then sold on information about individuals involved in criminal cases. The issue was whether he could access computer records containing consolidated information about criminal defendants, rather than having to travel to individual courts to get this. The court held that it was the very fact that the information was electronic that gave rise to the privacy concerns:


326 Along with major international movements to support this, such as the Open Government Partnership (OGP). See: http://www.opengovpartnership.org/.

There is a qualitative difference between obtaining information from a specific docket or on a specified individual, and obtaining docket information on every person against whom criminal charges are pending in the municipal court. ... It is the aggregate nature of the information which makes it valuable to respondent; it is that same quality which makes its dissemination constitutionally dangerous.\textsuperscript{328}

5. POLICY RECOMMENDATIONS

This report contains an in-depth examination of the issue of privacy on the Internet, from the vantage point of freedom of expression, looking at the various issues involved, international standards and country practice. This section of the report contains our recommendations to States and corporations for better practice, based on international law and the practice of other States, in terms of respecting privacy on the Internet, taking into account potential conflicts with other rights, in particular freedom of expression.

The classical means of resolving tensions between privacy and freedom of expression under international law, as described in the previous chapter, is to give priority to whichever right will best serve the overall public interest in any particular case. Thus, wide latitude is given to reports on matters of public interest, for example involving politicians, even where this may otherwise represent an invasion of their privacy.

The advent of modern data protection regimes, which provide important protection for privacy, has introduced some confusion into the classical balancing test just noted. It is important, in this regard, to stress that data protection is not the same thing as privacy. Data protection rules are designed to address possible abuses associated with the automated processing of data sets. While there is significant overlap with privacy, they are not the same. Data protection rules are broader inasmuch as they apply to all personally identifying information, while privacy applies only to information in which there is a reasonable expectation of privacy. And data protection rules are narrower inasmuch as they only apply to data sets, normally those subject to automated processing. Thus, they would not apply to information held by a media outlet pursuant to its investigation of possible corruption on the part of an official.

The distinction is important because, while most data protection regimes include a number of specific rules to protect various public interests, they do not provide for a general public interest override for their rules. As a result, their application may not always ensure full respect for freedom of expression.329

5.1 Legal and regulatory measures

5.1.1 Constitutional measures

• Strong constitutional protection should be provided for both privacy and freedom of expression. This should encompass positive protections for these rights and, ideally, impose a positive obligation on the State to provide protection against private interferences with these rights.

The constitution should allow only limited restrictions on both privacy and freedom of expression. This regime should be designed to accommodate conflicts between these two rights, through a process of assessing the overall public interest. Absent of strong countervailing considerations, this should be interpreted so as to allow public debate about matters of public concern, even where this involves the disclosure of private information.

The constitution sits at the pinnacle of the legal system and most constitutions include bills or charters of rights, guaranteeing the principle human rights. It is perhaps surprising that many of the countries reviewed above do not include direct protection for privacy in their constitutions, although in many cases courts have interpreted this into their decisions.

Despite this, it is clearly better practice to provide for protection for privacy in the constitution. That said, it is often complex to amend constitutions, as it should be, and this should only be done after widespread public consultation, so as to ensure that the constitution reflects the dominant will, and attracts the widespread support, of the people.

Understandings of privacy have long been shaped by available technologies. While at the most obvious level privacy involves restricting invasions of physical space and the protection of home and personal possessions, concerns about controlling what information is known about a person are inevitably part of adjusting to the impact of communication technologies.

Some constitutions describe, often on a non-exclusive basis, the content of the right to privacy. For example, the Constitution of South Africa indicates that it includes the right not to have one’s home or property searched, possessions seized or communications intercepted.330 Similarly, the Constitution of Nigeria refers to privacy of the home, correspondence and other forms of communication.331 While these lists have the merit of clarity, they also present a risk that items which are not included – for example the reasonable expectation of seclusion is not included in the examples above – may not be included. If specific reference is made to communications, it should be clear that this covers all types of communications, including the range of types of communications made over the Internet (emails, postings to social networking sites or online groups, purchases, searches, websites visited, etc.).

It may be preferable simply to refer in the constitution to respect for privacy writ large, as is the case with the main international instruments. As an alternative, the constitution might refer to the main general characteristics of privacy, for example as including both subjective and objective elements, or referring to the idea of personal autonomy which is at its root. These characteristics could be spelled out directly in the constitution or left to the courts to elaborate.

Under international law, and in the constitutional law of many countries, protection for human rights is against the potential abuse of power by the State, rather than private actors. At the same time, international law and many constitutions recognise that this may include positive obligations on the State to protect individuals against harm to rights caused by private actors, which is sometimes referred to as the horizontal application of

330 Section 14.
331 Section 37.
rights. Given that threats emanate both from State and private actors, this is an important component of the overall protection for privacy.

Privacy is not an absolute right, as this report makes clear. It may be limited, among other things, because it may be overridden by law enforcement needs or the rights of others (among other things to seek, receive and impart information and ideas, i.e. to freedom of expression). This should be reflected in constitutional guarantees. To ensure that the core of the right remains protected, the constitution should place clear limits on the scope of any restrictions on privacy.

The ICCPR is rather unhelpful here, as it simply protects against “arbitrary or unlawful interference with privacy”, which provides almost no guidance as to what is and is not permitted, and the ACHR uses similar language. The ECHR is more detailed, imposing three conditions on restrictions, namely that they be provided for by law, that they protect one of the interests listed, and that they be necessary in a democratic society to protect that interest. This is very similar to the test under both the ICCPR and the ECHR for restrictions on freedom of expression, which has proven to be fairly robust as a basis for protecting these rights.

The Mexican Constitution, in contrast, focuses in some detail on procedural protections for privacy, stipulating clear conditions for search orders and searches, and for interception of communications.332 The South African Constitution is modelled more along the lines of the ECHR, requiring restrictions to be provided for in a law of general application, and to be “reasonable and justifiable in an open and democratic society based on human dignity, equality and freedom”, taking into account various factors.333

It is also important that the constitution provide protection for freedom of expression. Under international law, the regime of exceptions for this right is very similar to that which applies under the ECHR for privacy. Specifically, this involves a three-part test that permits only restrictions which are provided for by law, which protect one of the listed interests and which are necessary to protect that interest.

Regardless of how the specific regime of exceptions is cast, it is important that constitutional protection for both privacy and freedom of expression be designed so as to accommodate each other. As noted in the previous chapter, this essentially means that in a case of conflict between these two rights, the overall public interest should dominate.

5.1.2 Civil law protection

- The civil law should provide a private remedy against invasions of privacy, defined appropriately (either explicitly or through court interpretation) to cover information regarding which the individual has a reasonable expectation of privacy.
- To accord with the constitutional standards recommended above, this rule should allow for a public interest balancing when issues of freedom of expression are involved.
- This remedy should offer those whose privacy has been breached an appropriate remedy, capable of taking into account freedom of expression interests where relevant.

332 Article 16.
333 Section 36(1). See also section 45 of the Nigerian Constitution, which is similar in nature.
The primary practical means of protecting privacy in most countries is through a civil action brought by those who claim their privacy has been breached. The main rationale for this is that invasions of privacy, like attacks on reputation, are essentially a private matter between the parties involved, which should therefore be resolved through the civil law. Furthermore, this is the most practical way of ensuring protection for this right.

In many countries, the law recognises a specific legal cause of action for invasions of privacy. In other countries, such a cause of action has been found to be part of broader remedies. Thus, in common law countries, which follow the legal system of the United Kingdom of Great Britain and Northern Ireland, the action for breach of confidence has been used to provide a remedy for invasions of privacy, while in many civil law countries, which base their legal system on detailed legal codes, the Roman law concept of actio iniuriarum has been used to similar effect.

Providing for a civil action for breaches of privacy obviously constitutes better practice, and is a legal obligation under international law (and in many constitutions). For reasons of clarity, it is probably preferable to provide for explicit protection for this right, although international tribunals have recognised that the action for breach of confidence may provide adequate protection for privacy.

Many privacy laws do not actually define privacy, and the problems with a precise definition have been noted. At the same time, it is important to signal that privacy is not the same as personally identifying (which is the standard used in data protection rules). Instead, the notion of a reasonable expectation of privacy is one which is found in a number of jurisdictions – including France, Canada and Australia – and this idea has also been referred to by the European Court of Human Rights. It would seem to provide a solid general limitation on the scope of the concept (for if one does not have such a reasonable expectation, then surely the material cannot be defended as private). Many of the specific limitations on the scope of privacy found in different laws – for example where the person has consented to the disclosure, the information is already public or the information is about the public functions of an official – can be seen as specific elaborations of the general idea of a reasonable expectation of privacy.

In the United States of America, the tort of invasion of privacy has long provided essentially commercial protection for appropriation of one's name or likeness. But privacy as a personal autonomy issue and commercial interests arising from control over private information have been distinguished in other countries. The issue arose in the United Kingdom of Great Britain and Northern Ireland in the case of Douglas v. Hello! Ltd, which involved the unauthorised publication of photos of Michael Douglas's wedding to...
Catherine Zeta-Jones by Hello! magazine, when they had sold exclusive rights for this to another magazine, namely OK!. The UK Court of Appeal held that even though they had consented to the publication of pictures of their wedding, the individual plaintiffs retained a (minor) privacy right, largely because they had a right of veto over the publication of pictures by OK!, which they could not assert against Hello!. The Court also held separately that they held a protected commercial interest. There are stark differences between these two types of interests – namely privacy and commercial value – among other things because only one, privacy, is protected under international human rights law. These differences would appear to warrant different treatment of these interests in law.

An important issue is the scope of remedies for invasions of privacy, especially where this involves issues of freedom of expression, as is not infrequently the case. Financial awards are the most common remedy for breach of privacy. Under French law, other remedies are available, including seizure of the offending material and such other remedies as may be appropriate to cease the privacy invasion. In the Douglas v. Hello! Ltd case, the UK Court of Appeal refused to grant an injunction against publication of the photos, among other things because OK! could obtain commercial relief from Hello! at trial, and the individual plaintiffs retained only a limited privacy interest (having sold off most of their privacy rights). In Argentina, the courts may award damages, order cessation of the infringing activity and, where appropriate, order publication of the judgment.

Under international law, even where it is appropriate to restrict rights, the imposition of excessive penalties may, of itself, constitute a breach the right. As a result, even where a privacy interest trumps the right to freedom of expression, the scope of the remedy must take this into account (i.e. the remedy must also be proportionate).

5.1.3 Criminal law protection

- States should put in place sector-based criminal rules on privacy, to protect certain highly sensitive information, such as privacy of telecommunications and banking.

- While these protections should not be absolute, for example where surveillance of telecommunications is necessary for law enforcement purposes, there should be both strong procedural (i.e. normally requiring a court order) and substantive (e.g. proof that the measures are necessary to investigate a serious crime) barriers to removing them.

- A general criminal prohibition on invasions of privacy, which is likely to come into conflict with the right to freedom of expression, should be avoided.

Some countries – such as China, Argentina and the United States of America – have limited criminal protection for privacy, essentially prohibiting the dissemination of certain

---

340 Douglas & Ors v Hello Ltd. & Ors [2005] EWCA Civ 595 (18 May 2005), para. 109. In an earlier case before the Court of Appeal on whether or not to issue an injunction against publication by Hello!, Justice Sedley stated: “If all that had happened were that Hello! had got hold of OK’s photographs, OK would have proprietary rights and remedies at law, but Mr Douglas and Ms Zeta-Jones would not, I think, have any claim for breach of the privacy with which they had already parted.”


342 See, for example, Tolstoy Miloslavsky v. United Kingdom, 13 July 1995, Application No. 18139/91 (European Court of Human Rights).
types of sector-based information (for example in relation to telecommunications or banking). In addition to these obvious candidates, some countries have put in place criminal schemes to address particular problems.\textsuperscript{343} In some cases, these criminal rules only apply to information held by officials, while in other cases they apply to the private sector as well.

In a few countries – notably in France – there are more general criminal proscriptions on privacy invasions. In the case of France, several of these criminal rules were specifically designed to address paparazzi-type behaviour and even media use of paparazzi content. Thus, pursuant to Article 226-1 of the Penal Code it is a crime wilfully to violate the private life of another person without their consent by, among other things “taking, recording or transmitting the picture of a person in a private place”.

The sector-based approach has much to recommend it, inasmuch as strong protection is needed for certain categories of private material due to the risk of (other) crimes or civil wrongs being committed if it is not protected. Banking information is perhaps the most obvious example of this. However, as the experience of many countries demonstrates, there is no need to establish a general criminal offence of invasion of privacy, and this is particularly problematical where such rules are applied to limit freedom of expression.

Under international law, and the law of many countries, these protections can only be removed where there is a very compelling public interest for doing so. A classic example of this is for law enforcement purposes (i.e. where police are authorised to monitor telecommunications as part of an investigation into a crime). There should be both procedural and substantive barriers to removing these protections. Procedurally, this should normally require a court order, and substantively it should require a demonstration of a clear and overriding public interest, such as the investigation of a serious crime.

5.1.4 Data protection systems

- States should put in place strong data protection regimes which include the key features noted below, namely broad applicability, the right of consent, the right to access and correct, obligations on data controllers and the right of redress.

- There should be exceptions to these rules for certain types of data collection, in particular where this is for purposes of freedom of expression.

- Otherwise, however, conflicts between freedom of expression, including the right to information, and data protection rules should be resolved in accordance with the constitutional regime for resolving conflicts between freedom of expression and privacy, namely through decisions which favour the overall public interest. Remedies should also be proportionate.

It is now widely agreed that data protection regimes are an essential component of the wider protection of privacy, and some elements of these regimes are mandated by international human rights law. As a result, democracies are increasingly putting in place

\textsuperscript{343} A good example of this is the United States Driver’s Privacy Protection Act 1994, 18 USC Chapter 123, which was adopted in response to the growth in sale of sensitive personal information contained in motor vehicle records.
such regimes. The main characteristics of such regimes are described in Box XVI.344 Key features of a strong regime include:

1. **Broad applicability** – these rules should apply to personal data sets and data controllers in both the public and private sectors.

2. **The right of choice/consent** – Individuals should normally be given the choice of whether their information is collected. There should only be limited exceptions to this where there is an overriding interest, defined in law, in the collection of such information. This implies that individuals understand and are given clear notice of a public or private body’s information practices before any personal information is collected. This notification should describe what information is proposed to be collected and held, how the information will be used, and who will have access to it. It should also be clear to the subject whether the provision of the requested information is voluntary or required by law and the consequences of a refusal to provide the requested information. Information should not be used for purposes which are incompatible with the use for which the information was originally collected.

3. **The right to access and correct** – Individuals should have the right of access to any information held about them at reasonable intervals and without undue delay. They should also have the right to require the data controller to correct any inaccuracies or to delete the data, where appropriate.

4. **The responsibilities of information holders** – Data controllers must take reasonable steps to ensure the information they hold is accurate and secure. Access to the data should be limited in accordance with the established uses of the data. Transfers should only be made to third parties which can ensure similar respect for data protection principles. Data should be destroyed once it is no longer needed for the established uses, or converted to anonymous form. While held, appropriate steps should be taken to ensure the confidentiality, integrity and quality of the data.

5. **The right of redress** – Individuals should have the right of redress against both public and private bodies which fail to respect data protection rules in relation to data about them. Remedies can be provided through self-regulation, private law actions and government enforcement. Oversight of the system should be undertaken by an independent body.

Better practice data protection regimes include exceptions for data processing relating to the exercise of freedom of expression (albeit sometimes described unduly narrowly as for journalistic or artistic purposes to the exclusion of other means of expression, such as publishing a book). This is important amongst other things because of the very broad definitions of personal data used in these regimes (personally identifying data) and the lack of accommodating principles governing use (i.e. systems to give effect to the public interest override).

Even where data protection rules do apply, conflicts between privacy and freedom of expression should be resolved in accordance with the general constitutional rules for

---

344 Although formally that Box describes the European Union data protection regime, it broadly represents better practice in this area.
addressing such conflicts. In other words, an assessment of the overall public interest should be undertaken.

A potentially more complicated issue is the relationship between data protection and access to information regimes. Here again, however, better practice is to rely on general protections for and definitions of privacy, rather than the specialised rules in the data protection regime, which were not designed to provide an appropriate general balancing between access and secrecy in the area of privacy. Given that the right to information is part of the right to freedom of expression under international law, this approach is consistent with the previous point (i.e. about balancing freedom of expression and privacy). It is also consistent with fundamental principles of the right to information, including that information should be made public where this is in the overall public interest, even if this would cause harm to a protected interest, such as privacy.

5.2 Corporate policy and practice

• Corporations should develop strong privacy policies to protect users. These should, as a general principle, allocate as much control over privacy as possible to users and include rules about changing the policy that provide protection to users against increased exposure to privacy intrusions. More detail on the possible approach for these policies is provided below.

• More attention needs to be given to developing self- and possibly co-regulatory initiatives, as well as cooperative options, for protecting the privacy of users. Corporations should allocate more time and resources to this important issue, in consultation with other stakeholders.

• Corporations should make a general commitment to take the issues of privacy and freedom of expression seriously. What this means in practice will depend on the specific activities of each corporation, but it should at least mean that the corporation devotes some time and energy to thinking about ways it can adapt its operations so as to enhance respect for these fundamental rights. In most cases, this should involve a transparent policy development process.

As noted elsewhere in this report, self-regulatory initiatives by corporations present a challenge in relation to privacy because for most ISPs and OSPs the business incentives all line up against privacy, apart from public opinion which only really applies with significant force to a small number of companies. As a result of this, many commentators have been critical of self-regulatory efforts.345

At the same time, good business practices are essential to successful protection of privacy online. Perhaps the most important aspect of this relates to consent, which, once given, effectively waives the most important data protection rules. It is often through mechanisms of consent that users accept the privacy policies and (often less formal) approaches toward privacy of ISPs and OSPs. As noted, there are various challenges to getting these systems to work, including the (probably necessary) complexity of the policies/approaches, the large number of different services which people use and the low level of engagement by users around this issue. There is also the issue of companies

345 Some of these are noted above. See footnote 298 and related text.
changing their privacy policies. All of this effectively transfers a lot of control, and so also responsibility, to companies.

A number of better practices can be identified for privacy policies. First, corporations should commit to developing clear privacy policies, based generally on the standards of respect for privacy that are outlined in this report. Many ISPs and OSPs still do not have such policies in place. These policies should be user-friendly, for example by being easily accessible on the website and by being written, as far as possible, in clear, plain language(s).

Second, wherever possible – including where this is consistent with the service provided and the core business model of the company – control over privacy should be put in the hands of users. For example, Facebook allows users to set some privacy choices, at least in relation to what other users can see, while the Google Privacy Policy provides for various opt-ins and opt-outs.\(^\text{346}\) Inasmuch as opt-ins require a greater degree of attention on the part of the user, they are preferable from a privacy perspective.

Third, companies should make certain commitments to users regarding changes to their privacy policies. Google promises not to reduce users’ privacy without their explicit consent. Facebook promises to allow users a 7-day comment period for most changes and, if more than 7,000 people provide comments, not necessarily an impossibly high barrier given the very large total number of users, they will put the matter to a vote. The vote will be binding, one way or the other, if 30% of all registered users participate.\(^\text{347}\) This is a pretty high barrier (NB the low rates of participation even in national elections in most countries), but perhaps not impossibly high for a very controversial change.

In some ways, the debate about corporate policies in this area is just beginning. Much more work needs to be done to develop ideas, test them and try to agree on some best practice approaches. To address some of the shortcomings of self-regulatory or company motivated programmes, some commentators have called for co-regulatory initiatives, involving companies, civil society organisations and governments. More work needs to be done to ascertain whether and what ideas might be feasible and whether they pose greater risks than benefits to the very interests that they seek to promote, namely respect for privacy and freedom of expression.

The idea of cooperative arrangements could also be fertile ground. Cooperation differs from co-regulation inasmuch as it is voluntary in nature, although it is similar inasmuch as it involves both the public and private sectors. A potentially promising idea here is that of formal certification of service providers. This would involve agreement on a set of core standards and then certification of companies that meet those standards. Various options could be explored regarding oversight of the system, which could either be done by an independent public body, such as the telecommunications regulators in many countries, or a sector body, and various cooperative arrangements might be devised for enforcement of the rules.

Although more work needs to be done on these issues, at the same time some companies are seeking to develop better policy options for protecting privacy online. One example

\(^\text{346}\) The policy is available at: http://www.google.com/policies/privacy/.

\(^\text{347}\) Their policy is available at: http://www.facebook.com/about/privacy/.
is Mozilla, who provide the Firefox browser. Based on the Mozilla approach, a possible set of principles to underpin a corporate policy on privacy could be as follows:

1. **No Surprises.** Companies and services should only use, collect and share information about users as disclosed in clear, concise, easy to understand, notices.

2. **Real Choices.** Companies and services should give users actionable and informed choices by providing clear information at the point of collection and providing a choice to opt-out whenever possible.

3. **Sensible Settings.** Companies and services should establish default settings in products and services that balance privacy, security and user experience.

4. **Limited Data.** Companies and services should collect and retain the least amount of information necessary for the feature or task and meet users’ reasonable expectations of privacy. Anonymous, aggregate data should be used whenever possible, and personal information collected should only be kept for as long as necessary to serve the purpose it was collected for.

5. **User Control.** Companies and services should not track or disclose personal user information without the user’s consent. They should employ privacy enhancements that put people in control over their information and enable them to understand how their information is being used and stop collection and tracking of their personal information if they choose.

6. **User Access.** Users should have the right to know when their data is being collected or processed and to access that data in an understandable form. This information should be provided to users without charge and they should have the power to delete or correct errors in information.

7. **Trusted Third Parties.** Companies and services should make privacy a key factor in selecting and interacting with partners. In addition, all third party companies, services, and applications should uphold these privacy principles.

8. **Security.** Companies and services should take appropriate measures to protect data against both natural and human risks, including unauthorized access, misuse or error. If a website or service’s security is breached, users have a right to know immediately.

9. **Transparency of Government Sharing.** Companies and services should notify users about government requests for information associated with users’ accounts when permitted to do so by law, giving users the opportunity to contest that demand for their data if they choose.

10. **Providing Remedies:** Where a company identifies that they have caused or contributed to adverse impacts on users’ privacy, they should make provision for, or cooperate in, handling complaints and providing a remedy to those users through a transparent process.

11. **Privacy Across the Board.** Privacy protections should apply equally across all online and mobile platforms and to all companies, services and third-party applications. Companies should also make sure partners uphold strong privacy principles.

Potential conflicts with freedom of expression raise difficult issues for ISPs and OSPs. Companies that operate in the many countries where the legal framework does not give strong protection to freedom of expression are often faced with hard choices, as the example of Yahoo! in China, cited above, demonstrates. Rather than face these choices, Google effectively pulled out of mainland China in March 2010.\textsuperscript{349}

In many other countries, a number of options exist for companies, ranging from ‘harder’ approaches such as using the legal framework to insist on their rights vis-à-vis governments which are seeking to limit privacy and/or freedom of expression, to using their leverage (especially for the larger international companies) to employ softer, but often quite effective, approaches such as putting in place systems to promote awareness about rights among staff and members of governance structures, sharing information about problems and solutions, studying risks and designing solutions and responses and reviewing progress. Many of these are detailed in the Global Network Initiative’s (GNI) Implementation Guidelines.\textsuperscript{350} A lot of this is dependent on political will, which unfortunately appears to be rather low among ISPs and OSPs, as reflected in the fact that the GNI still only has five corporate members.

5.3 Awareness raising

- States should undertake awareness-raising efforts about privacy and new technologies, both aimed at younger people through the school system and using other systems to reach adults.
- Other actors in a position to raise awareness – such as corporations, parents and civil society groups – should also play a role in fostering a better understanding amongst the general public about privacy and new technologies.
- There is an important role for the media in raising awareness about the importance of privacy and how different challenges present themselves as the Internet develops. Recent events in the United Kingdom of Great Britain and Northern Ireland, where mobile phone of crime victims were hacked leading to the closure of the UK’s best-selling newspaper, shows the reputational damage that can be caused by a lack of awareness of how privacy online needs to be respected. Journalists need to be aware, and to raise awareness, about the implications for the media of new technologies and how they can violate privacy. At the same time, the media should also be alert about how controls in the name of privacy may lack sufficient safeguards to protect freedom of expression.

No set of policy recommendations about privacy and freedom of expression on the Internet could be complete without a reference to the general public, i.e. the main users of the Internet. Much can be done directly by users to protect their own privacy and freedom of expression online. Even somewhat sophisticated devices, such as encryption tools, are now quite user friendly while at a much more basic level, awareness of simple aspects of the nature of new technologies can help users avoid some privacy pitfalls. For example, being aware that some employers use the Internet to find out about the background of

\textsuperscript{349} See the announcement of this by Google at: http://googleblog.blogspot.ca/2010/03/new-approach-to-china-update.html.

\textsuperscript{350} Available at: http://globalnetworkinitiative.org/implementationguidelines/index.php.
potential employees may lead to greater prudence in the setting of Facebook privacy controls.

Media and Internet literacy should be included as a basic life-skill in the education system, starting from quite an early age, as part of broader civic education or human development courses. States should also direct outreach efforts about privacy and new technologies at adults, for example through developing awareness raising resources and making them accessible online and in other places where adults can access them.

Many other social actors can also play a role here. ISPs and OSPs should make an effort to highlight the potential risks of privacy ‘carelessness’ to users, recognising that it may be difficult to get companies to warn potential customers of the risks of using their own services. The media should address this issue as part of its general mandate to inform people about matters of public concern. Many civil society organisations work on issues for which privacy on the Internet is important or relevant, and they should also incorporate awareness raising initiatives into their work. Parents should also be encouraged to play a role here, protecting their children through making them aware of online privacy risks. This is a huge task, but with the concerted involvement of all of these actors, much can be achieved.
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APPENDIX 1: ABBREVIATIONS AND ACRONYMS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACHPR</td>
<td>African Charter on Human and Peoples’ Rights</td>
</tr>
<tr>
<td>ACHR</td>
<td>American Convention on Human Rights</td>
</tr>
<tr>
<td>APEC</td>
<td>Asia-Pacific Economic Cooperation</td>
</tr>
<tr>
<td>CNIL</td>
<td>Commission nationale de l’informatique et des libertés</td>
</tr>
<tr>
<td>COPPA</td>
<td>Children’s Online Privacy Protection Act</td>
</tr>
<tr>
<td>DPAI</td>
<td>Data Protection Authority of India</td>
</tr>
<tr>
<td>DPI</td>
<td>Deep packet inspection</td>
</tr>
<tr>
<td>DSF</td>
<td>Digital Signage Federation</td>
</tr>
<tr>
<td>ECHR</td>
<td>European Convention on Human Rights</td>
</tr>
<tr>
<td>ECPA</td>
<td>Electronic Communication Privacy Act</td>
</tr>
<tr>
<td>EDRI</td>
<td>European Digital Rights</td>
</tr>
<tr>
<td>EFF</td>
<td>Electronic Frontier Foundation</td>
</tr>
<tr>
<td>ENISA</td>
<td>European Network and Information Security Agency</td>
</tr>
<tr>
<td>EPIC</td>
<td>Electronic Privacy Information Center</td>
</tr>
<tr>
<td>FRT</td>
<td>facial recognition technology</td>
</tr>
<tr>
<td>FTC</td>
<td>Federal Trade Commission</td>
</tr>
<tr>
<td>GNI</td>
<td>Global Network Initiative</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning Systems</td>
</tr>
<tr>
<td>IMSI</td>
<td>SIM card identifiers,</td>
</tr>
<tr>
<td>IP</td>
<td>Internet Protocol</td>
</tr>
<tr>
<td>ISP</td>
<td>Internet Service Provider</td>
</tr>
<tr>
<td>LLU</td>
<td>local loop unbundling</td>
</tr>
<tr>
<td>Acronym</td>
<td>Full Form</td>
</tr>
<tr>
<td>---------</td>
<td>-----------</td>
</tr>
<tr>
<td>MENA</td>
<td>Middle East and North Africa</td>
</tr>
<tr>
<td>MIIT</td>
<td>Ministry of Industry and Information Technology</td>
</tr>
<tr>
<td>NAI</td>
<td>Network Advertising Initiative</td>
</tr>
<tr>
<td>NTRA</td>
<td>National Telecommunication Regulatory Authority</td>
</tr>
<tr>
<td>OAS</td>
<td>Organization of American States</td>
</tr>
<tr>
<td>OECD</td>
<td>Organisation for Economic Co-operation and Development</td>
</tr>
<tr>
<td>OMB</td>
<td>Office of Management and Budget</td>
</tr>
<tr>
<td>OSCE</td>
<td>Organization for Security and Co-operation in Europe</td>
</tr>
<tr>
<td>OSP</td>
<td>Online Service Provider</td>
</tr>
<tr>
<td>POPAI</td>
<td>Point of Purchase Advertising International</td>
</tr>
<tr>
<td>RFID</td>
<td>Radio-Frequency Identification</td>
</tr>
<tr>
<td>SAC</td>
<td>Standardisation Administration of China</td>
</tr>
<tr>
<td>T&amp;Cs</td>
<td>terms and conditions</td>
</tr>
<tr>
<td>TRAI</td>
<td>Telecommunications Regulatory Authority of India</td>
</tr>
<tr>
<td>UDHR</td>
<td>Universal Declaration of Human Rights (UDHR)</td>
</tr>
</tbody>
</table>
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UNESCO, as enshrined in its Constitution, promotes the “free flow of ideas by word and image”, and has committed itself to enabling a free, open and accessible Internet space as part of promoting comprehensive freedom of expression online and offline. We hope that this publication will provide UNESCO Member States and other stakeholders, national and international, with a useful reference tool. It is our wish that this publication will contribute to bringing stakeholders together for informed debate on approaches that are conducive to privacy protection without compromising freedom of expression. In the coming years, UNESCO will specifically seek to disseminate information about good practices and international collaboration concerning the points of intersection between freedom of expression and privacy. Research on safeguarding the principle of freedom of expression in Internet policy across a range of issues will continue to be part of UNESCO’s normative mandate and technical advice to stakeholders.
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